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Executive Summary

This study presents the results of analyses of the statistical patterns of refugee

flow and killings in Kosovo during the period March–June 1999. The data were
drawn from the Albanian border guard registries of people entering Albania

through the village of Morina; interviews conducted by the American Bar Asso-
ciation Central and East European Law Initiative (ABA/CEELI) and its partners;

interviews conducted by Human Rights Watch (HRW); interviews conducted by

the Organization for Security and Cooperation in Europe (OSCE); and records
of exhumations conducted by international teams on behalf of the International

Criminal Tribunal for the Former Yugoslavia (ICTY). These analyses describe

the estimated total number of killings and estimated number of refugees leav-
ing their homes over time and location.

This report finds that killings and refugee flow occurred in a regular pattern
characterized by three phases. In each phase, a high volume of killing and

refugee flow was followed by a much lower level of killing and refugee flow.

These findings are then used to evaluate three possible explanations for the
pattern.� Action by the Kosovo Liberation Army (KLA) motivated Kosovars to leave

their homes.� Air attacks by the North Atlantic Treaty Organization (NATO) created lo-
cal conditions that led to Kosovars being killed and leaving their homes.� A systematic campaign by Yugoslav forces expelled Kosovar Albanians

from their homes.

This study concludes the following:� The patterns of both refugee flow and killings exhibit characteristics con-

sistent with the existence of an external cause.� Refugee flow and killings occurred in the same places at the same times,

implying a common cause of both phenomena.� Two of the hypotheses proposed to explain the patterns in killing and
migration, KLA and NATO activity, are inconsistent with the observed pat-

terns of refugee flow and killings.� The statistical evidence is consistent with the hypothesis that Yugoslav
forces conducted a systematic campaign of killings and expulsions.



Killings and Refugee Flow in Kosovo,
March–June 1999: Analysis and
Conclusions

1. Purpose of report

This study presents the results of analyses of the statistical patterns of refugee

flow and killings in Kosovo during the period March–June 1999. This data
analysis describes the estimated total number of deaths and estimated number

of refugees leaving their homes over time and location. The objective of the

analysis is to compare three hypotheses about what may have caused killings
and refugee flow in order to conclude which hypotheses are contradicted, and

which supported, by the analysis.

1.1. Hypotheses

The study first examines whether there was a regular structure in killings and

refugee flow. Thus our first hypothesis is� Hypothesis 1: Killings and refugee flow occurred in distinct patterns indi-

cating the existence of a common cause of both phenomena.

If the data analysis supports Hypothesis 1, there are three possible explana-
tions for the pattern.� Hypothesis 2.1: Action by the Kosovo Liberation Army (KLA) motivated

Kosovars to leave their homes, either directly because the KLA ordered

people to leave, or indirectly because Kosovars fled fighting between KLA

and Yugoslav forces.� Hypothesis 2.2: Air attacks by the North Atlantic Treaty Organization
(NATO) created local conditions that led to Kosovars being killed and

leaving their homes. The NATO influence could either have been di-

rect, because people were killed in airstrikes and others fled, or indirect,
because local Yugoslav authorities responded to the airstrikes by killing

Kosovars and forcing them from their homes.� Hypothesis 2.3: A systematic campaign by Yugoslav forces drove Kosovar

Albanians from their homes. Killings were used either to motivate the
departures, or the killings were a result of the campaign.



Although there may be other explanations for regular patterns in killings

and refugee movement, we consider these three to be the most likely. The
hypotheses are distinct. Although they are not necessarily mutually exclusive,

each of the hypotheses in 2.1–2.3 implies differing responsibility. It is beyond

the capacity of statistical analysis to prove that any of these hypotheses is the
definitive cause of the patterns seen in the two forms of violence. However, as

will be seen, the data can be found to contradict some hypotheses while being

consistent with other hypotheses.

1.2. Data and analysis

The data for this project came from several sources.� Refugee flow: The analysis of refugee flow uses the Albanian border guard

registries of people entering Albania through the village of Morina. Ad-

ditional sources were used to transform the statistical patterns of people
entering Albania into an analysis of people leaving their homes and be-

coming refugees.1� Killings: The data on killings were drawn from four sources: interviews
conducted by the American Bar Association Central and East European

Law Initiative (ABA/CEELI) and its partners; interviews conducted by Hu-

man Rights Watch (HRW); interviews conducted by the Organization for
Security and Cooperation in Europe (OSCE); and records of exhumations

conducted by international teams on behalf of the International Criminal

Tribunal for the Former Yugoslavia (ICTY).

The statistical analysis of killings aggregates information from more than

15 000 interviews and exhumation reports.2 The analysis includes a statistical
estimate of the killings that were not reported to any of the four sources.3

1.3. Principal findings

This report finds:� Killings and refugee flow occurred in a regular pattern characterized by

three phases. In each phase, a high volume of killing and refugee flow
was followed by a much lower level of killing and refugee flow. Killing

and refugee flow tend to occur at the same times and places. We conclude

that this pattern is consistent with Hypothesis 1;� An estimated 10 356 Kosovar Albanians were killed;4

1The refugee flow data are based primarily on the records maintained by Albanian government
border guards. Additional administrative records from the United Nations High Commission for
Refugees and the Albanian government, and survey data from several human rights organizations
augmented the analysis of the border records. Note that this analysis does not include data from
internally displaced persons who never crossed the border. Thus, the estimates do not represent
overall totals of people leaving their homes. See Ball (2000).

2The direct results are presented in Appendix 2.
3In an effort to assure quality, all the data coding involving comparisons between data sources

was done independently by two different people; their results were compared, and all differences
were reviewed and reconciled by an author of the study.

4All of the statistical programming connected to the estimation of the results was done inde-
pendently by two analysts using separate computers and different software, and their results were
identical.
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� Observed and estimated patterns are inconsistent with Hypotheses 2.1

and 2.2, KLA activity or NATO airstrikes. Patterns are consistent with
Hypothesis 2.3, activities of Yugoslav forces.

Each of these findings is explained in the sections that follow.

2. Identifying a pattern

The structure of the patterns in both refugee flow and killings over the time
period in question is the key component for the findings of the present study. In

this context, a pattern means a series of distinctive, clearly non-random move-

ments, trending upward and downward, in the volume of refugee flow and the
number of people killed. Two or more patterns are considered to be similar if

they exhibit similar high points and low points at the same (or nearly the same)
times.

Statistically, it is implausible that patterns such as those indicated by the

findings would result simply from ad hoc decision-making or random external
causes. The correlated, nearly simultaneous variations in the social phenom-

ena being measured (killings and refugee flow) in time and location strongly

suggest a common, systematic cause of which the patterns are results.
The identification of a pattern does not by itself support or contradict Hy-

potheses 2.1, 2.2, or 2.3. It does, however, weigh against the claim that the
killings and refugee flow were random. That is, the existence of a pattern

strongly suggests that there was a common cause, and that the killings and

refugee flow did not occur independently.

3. Statistical analysis of refugee flow

This section describes the departure of ethnic Albanians from Kosovo from late

March to May 1999.5 Approximately 95% of the Kosovar Albanian refugees

who entered Albania did so between 24 March and 11 May (Ball 2000, p.5).
Analysis of the flow of these refugees during this period shows a pattern of

surges followed by steep descents.
An earlier analysis of refugees’ departures from their homes showed that

from late March through late May 1999, ethnic Albanians left their homes in

Kosovo in three distinct time periods, or phases (see Figure 1). These phases
were: 24 March to 6 April; 7 April to 23 April; and 24 April to 11 May.6

The essential characteristic of this phase structure is the presence of low

points in the number of refugees leaving their homes on 6-8 April and 23-25
April, the phase transition dates.7 These low points are significant because

they do not last for extended periods of time and are preceded and followed

5Although the analysis of killings covers the period 20 March - 22 June, the analysis of refugee
movement ends in late May, for two reasons. First, the registries maintained by the Albanian border
guards ended at that time. Second, anecdotal reports indicated that there was very little movement
over the border after that time; this was later confirmed by surveys taken among residents in
refugee camps in mid to late June.

6See Ball (2000). The three phases reflect the patterns of refugees departing their homes, not the
patterns of refugees crossing the border. On any given day, slightly more than half of the refugees
who crossed the border had left their homes earlier that same day. However, the remaining refugees
crossing the border that day had been in transit for longer times. The transit delay was accounted
for in the analysis of the data.

7The March - June period was aggregated into two-day intervals for this analysis. Aggregating
the time to this level provided enough data at each time for the statistical analysis to stabilize; see

Ball, Betts, Scheuren, Dudukovic, and Asher, 3 January 2002 4



Figure 1: Estimated total refugee flow over time
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by distinct peaks. In other words, during these two transition intervals, the

incidence of people leaving their homes nearly ceases, compared to the high

numbers observed during the phases.
As Figure 1 shows, during the 6-8 April phase transition, refugee flow falls

to approximately 6 000 people, down from the phase one peak of slightly more
than 52 000. During the 23-25 April phase transition, refugee flow falls to

approximately 1 000 from the phase two peak of more than 16 000. The third

phase sees refugee flow rising to two peaks of approximately 8 000 and 6 000
in early May, representing the last surges. Refugee flow declines to fewer than

100 people per two-day period after 11 May.

The extreme fluctuation between high and low points constitutes the pat-
tern in the refugee flow. Migration that resulted from dispersed, decentralized

causes would not show distinct separations between moments of high flow and
moments of low flow. If the incidence of people leaving their homes occurred

at random, there would be a more uniform distribution of numbers over time,

with occasional small peaks. The extreme, well-defined surges observed in this
analysis would not occur by chance. The mass exodus of Kosovar Albanians on

this scale and in this pattern could only have been driven by a common cause.

4. Statistical analysis of killings

This section describes the number and pattern of killings that occurred in Kosovo

from late March to mid-June 1999. Analysis of the data on killings finds that an
estimated 10 356 Kosovo Albanian civilians were killed, and that the patterns

of killing are similar to the pattern of refugee flow. As with refugee flow, we

conclude that the statistical patterns of killings indicate that they resulted from
a common cause.

4.1. Estimated total number of killings

Before studying when and where killings took place, it is necessary to first esti-

mate the number of total killings that occurred during this time period. To make

Appendix 2. The value of the estimated number of killings or refugees plotted for a given time on
the horizontal axis of the graph represents the number for the related two-day period.
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Figure 2: Estimated total refugee migration and killings over time
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this estimate, a series of steps was taken. First, the total number of individual

victims, documented by name, was tabulated. All victims identified by name
in one or more of the data sources were listed; descriptive information on the

victims was compared in order to eliminate duplicates; and the total number of

unique individuals was tallied.8 From approximately 10 000 victims reported
by name, this process identified 4 400 unique individuals. The number 4 400 is

not an estimate; it is the actual count of uniquely reported victims.

Second, because the victims identified in the data sources were not the only
victims of killings, it was necessary to estimate the number of undocumented

victims to determine the overall estimate of total number killed. This figure,
10 356, was generated by means of a widely-used demographic statistical tech-

nique known as “multiple systems estimation,” which depends on samples of

the population.9 Because the overall estimate of 10 356 killed was generated
from samples — and not from the (unknowable) perfect list of deaths — a mar-

gin of error must be computed. We estimate this interval to be 9 002 to 12 122.

Note that the estimate and margin of error are consistent with estimates of
killing victims in Kosovo in previous work by ABA and AAAS, as well as those

in other, independent studies.10

8See Appendix 1 for a complete description of this process.
9See Appendix 2 for a complete description of this procedure.

10See ABA/AAAS (2000), PHR (1999), Spiegel and Salama (2000).
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Figure 3: Regions of Kosovo
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4.2. Killing patterns over time

When the estimated number of people killed is considered over time, using

the same two-day intervals employed with the refugee flow data, the observed

pattern of killings closely resembles the pattern of refugee flow. The analysis is
shown in Figure 2.

The data show a peak in the number of killings in late March, and another

peak in mid-April. Most noteworthy is that, similar to the refugee flow data, the
incidence of killings fell to nearly zero on 6-7 April and again on 22-24 April.

Thus, not only does the number of killings exhibit the same extreme contrasts
between the high and low points as observed in refugee flow, these high and

low points occur at the nearly the same times as those in refugee flow. These

surges would not occur by chance, and we conclude that they are the result of
a common cause.

Ball, Betts, Scheuren, Dudukovic, and Asher, 3 January 2002 7



4.3. Refugee flow and killings by geographic location

In addition to examining when refugee flow and killings happened, it is impor-

tant to study where the events occurred. An analysis of the locations where the

refugee flow originated, and the killings occurred, shows widespread patterns
consistent with acts of violence associated with displacements.

When the number of people leaving their homes and the number of people

killed are analyzed on a regional level, one can identify the extreme contrasts
in high and low points following a phase pattern similar to that described above

for the overall analysis (see Figures 4–7). Their relative patterns over time and
space are similar. In all regions, the 6-7 and 22-24 April dates mark low points

in both the flow of refugees and the number of people killed.

An earlier analysis of refugee flow observed that more than three-quarters
of the refugees crossing into Albania during Phase 1 originated in the southern

and western areas of Kosovo, while during Phase 2, more than three-quarters

of refugees originated in the northern and eastern areas of Kosovo (Ball 2000).
Figures 4–7 show that killings follow a similar pattern. Killings in the western

and southern regions occur primarily during Phase 1; during later phases, there
are relatively fewer killings in these two regions. In the northern and eastern

regions, killings also occur during Phase 1. However, in these regions and

unlike in the southern and western regions, there are also substantial numbers
of people killed during Phase 2.11

As these graphs show, not only do the patterns of refugee flow and killings

share similar characteristics over time, the patterns are similar in different re-
gions. Although when viewed in isolation local refugee movement and killings

may look like a local response to a local cause, seen in the aggregate, statisti-
cal analysis reveals a pattern implying a common cause. In other words, the

killings and the exodus of refugees occurred in the same places at roughly the

same times. The analysis shows that these events occurred in similar patterns
in each of the four regions. The analysis does not prove what caused either

pattern, nor that one of the patterns caused the other. The analysis does show

that acts of violence —- killings — were associated in time and space with the
refugee departures from their homes.

5. Examination of proposed hypotheses

As noted above, statistics do not prove that any particular process caused either
refugee flow or mass killing patterns. However, analysis can show whether

hypotheses are consistent with or contradicted by the statistical evidence. There

have been three hypotheses about the causes of the patterns in refugee flow
and killings. These three hypotheses are KLA activity, NATO airstrikes, or a

systematic campaign conducted by Yugoslav forces.

It is possible to use statistical methods to examine the relationship between
KLA activity or NATO airstrikes and the patterns described above. If KLA activity

or airstrikes occur immediately before or during periods of high levels of killing
and migration, these events may plausibly be the cause of the rise and fall

11There is an anomalous point in the southern region (Figure 5) in late May. This estimate of
more than 200 people killed in one two-day period results from fewer than 20 documented killings.
Appropriately, this point also has a relatively high level of error associated with it, as shown in
Appendix 2, Figure 12. As is clear in that figure, most points have modest errors which do not
weaken the interpretation of the pattern. This point, however, has a sufficiently wide margin of
error that the point may not be significantly different from zero.

Ball, Betts, Scheuren, Dudukovic, and Asher, 3 January 2002 8



Figure 4: Estimated total refugee migration and killings over time, northern
region
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Figure 5: Estimated total refugee migration and killings over time, southern
region
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Figure 6: Estimated total refugee migration and killings over time, eastern re-
gion
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Figure 7: Estimated total refugee migration and killings over time, western
region
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Figure 8: Timing of KLA attacks with killings and refugee flow

Refugee
Timing Killings Percent Flow Percent

Preceded or 11 38% 10 34%
coincided with peak
Followed peak 12 41% 11 38%
Inconclusive 6 21% 8 28%

pattern. However, if airstrikes and KLA activity do not precede the peaks in

the number of killings and refugee flow, then the causal relationship should be
questioned or rejected. An analysis of KLA activity and NATO airstrikes over

time and place shows that neither occurred at the times and places necessary

to be the primary cause of the refugee flow and killings.
To analyze the occurrence of KLA or NATO activity in relation to the pattern

of killings and refugee flow, we used the following procedure. For each mu-
nicipality in Kosovo, we listed chronologically, by two-day period, the numbers

of refugees departing their homes, the number of reported killings, and the

incidence of KLA and NATO activity.12 For this analysis, KLA activity included
both battles and isolated killings of Serbs. The two-day periods marking the

peak for refugee flow and killings, respectively, were identified. If an incidence

of KLA or NATO activity fell within the same period or in the two-day period
preceding the peak, we concluded that the two events coincided. If there was

no record of KLA or NATO activity at any point prior to the peak, we concluded
that KLA or NATO activity occurred only after the peak. If an incidence of KLA

or NATO activity occurred earlier than two days prior to the peak period, the

municipality was counted as having an inconclusive pattern.
To test the conclusions drawn by this method, we used another statistical

method to consider the joint correlations of KLA and NATO activity with refugee

flow and killing patterns. The point is to use the second statistical technique to
control for the correlation of KLA activity and NATO airstrikes with the quantity

of killings and refugee flow, over time and space.

5.1. Kosovo Liberation Army activity

Information on KLA activity was obtained from interview accounts and a vari-
ety of non-governmental reports summarized and provided to this project by

the ICTY.13 Using that information, the present study counted the number of

reported battles between the KLA and Yugoslav forces occurring in each mu-
nicipality over time. No effort was made to quantify the intensity of individual

battles, but distinct engagements were counted separately. Isolated KLA attacks

that resulted in the injury, disappearance, or deaths of ethnic Serbs were also
tabulated by the number of casualties. These are counts of reported Serb ca-

sualties, not estimates. The data were insufficient for estimating the missing
totals.

12Note that for this analysis, we used only the number of reported killings, not the estimated
total number. The data are inadequate to make estimates at the municipality level. See Section 5.3
for an analysis using the estimated number of killings at the regional level.

13A summary of sources is provided in Appendix 3.
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Figure 9: Timing of NATO airstrikes with killings and refugee flow

Refugee
Timing Killings Percent Flow Percent

Preceded or 3 10% 9 31%
coincided with peak
Followed peak 20 69% 13 45%
Inconclusive 6 21% 7 24%

As testing the hypotheses necessitates, reported KLA activity was plotted
against killings and refugee flow for each of the 29 municipalities in Kosovo.

The results of the analysis of timing are in Figure 8, which shows that in 11
of the 29 municipalities, 38%, KLA activity coincided with the overall peak in

the number of killings, or it occurred within the two-day interval prior to the

peak. In 12 of the municipalities, 41%, KLA activity either occurred only after
the peak in number of killings or did not occur all. In 6 municipalities, 21%,

there is an inconclusive pattern.

Refugee flow has a similar pattern. In 10 municipalities, 34%, KLA activity
coincided with the overall peak in number of refugee flow or occurred within

the two-day interval prior to the peak. In 11 municipalities, 38%, KLA activity
either occurred only after the peak in refugee flow or did not occur at all. In

the remaining 8 municipalities, 28%, KLA activity occurred at points in time

coinciding with other high points, low points, or interim points in the numbers
of killings and refugee flow.

For KLA activity to have caused the pattern observed in killings and refugee

flow, the instances of activity would have to precede the high points. How-
ever, this analysis shows that KLA activity followed the peaks in the killing and

refugee numbers in more places than it preceded them. Thus, there is no clear
cause and effect relationship between KLA activity and the pattern described

here.

5.2. NATO airstrikes

This analysis considers the number of NATO airstrikes, as reported by Yugoslav

government sources.14 No effort was made to quantify the severity of each
airstrike, but reports of different airstrikes were counted separately. Similar to

KLA activity, reported airstrikes were plotted against killings and refugee flow

for each of the 29 municipalities in Kosovo.
In only 3 of the 29 municipalities, 10%, did NATO airstrikes coincide with

the overall peak in the number of killings, or occur within the two-day interval

prior to the peak. In 20 municipalities, 69%, NATO airstrikes either occurred
only after the peak in the number of killings or did not occur at all, and in 6

municipalities, 21%, the pattern was inconclusive.
The refugee flow pattern is not as lopsided, but it leads to the same con-

clusions. In 9 municipalities, 31%, NATO airstrikes coincided with the overall

14The Yugoslav government was the primary proponent of the claim that NATO airstrikes were
responsible for the killings and refugee flow in Kosovo. Therefore, the strongest test of this hypoth-
esis is to use the Yugoslav government’s own information concerning when and where airstrikes
occurred.
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Figure 10: Estimated total killings and residuals over time
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peak in number of refugee flow or occurred within the two-day interval prior

to the peak. In 13 municipalities, 45%, NATO airstrikes either occurred only

after the peak in the refugee flow or did not occur at all. In the remaining 7
municipalities, 24%, NATO airstrikes occurred at other times, coinciding with

other high points, low points, or interim points in the killings and refugee flow.

One other noteworthy fact regarding NATO airstrikes was that during 2-4
April, attacks were greatly reduced due to bad weather.15 Yet this period, during

which there were relatively few NATO airstrikes, includes substantial peaks in
Kosovo-wide killings and refugee flow. As with the findings regarding data on

the KLA, the analysis of data on NATO shows that the airstrikes more often

followed the peaks in the killings and refugee numbers than preceded them.
Therefore, the hypothesis that NATO airstrikes directly or indirectly caused the

patterns in killing and refugee flow should be rejected.

5.3. Effect of KLA activity and NATO airstrikes

In addition to the preceding analysis, the data were also aggregated to regional
levels, and patterns over time in each of the four regions were analyzed jointly

with the patterns of killings and refugee flow. The objective was to examine the
pattern of killing net of the statistical correlation with KLA activity and NATO

airstrikes.

In other words, this analysis looks at the joint effect of KLA and NATO activ-
ity by estimating the numbers of killings predicted by the statistical interaction

of the KLA and NATO data, and subtracting that estimate from the original pat-

tern. The result of the subtraction is called the “residual,” and it describes the

15UK Ministry of Defense Briefing, Deputy Chief of the Defense Staff, Sir John Day; available at
http://www.kosovo.mod.uk/brief040499.htm as of 3 January 2001.
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Figure 11: Estimated total refugee flow and residuals over times
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pattern in killings and refugee flow that remains after the effect of the control

variables (KLA and NATO activity) has been removed. The result of this analysis
is shown in Figure 10.

In Figure 10, the upper line reproduces the total estimated number of deaths

over time as seen in Figure 2. The lower line in Figure 10 is the same pattern
controlling for the statistical influence of the KLA and NATO patterns.16. With

the influence of the correlations with NATO airstrikes and KLA activity removed,

the pattern of killings over time remains essentially the same. All of the peaks
are the same, although some of the troughs are slightly exaggerated in the

lower line.
The same analysis can be performed for refugee flow. The results are shown

in Figure 11. As with killings, the pattern of the refugee flow, controlling for the

correlations with the NATO and KLA patterns, is strongly similar to the original
pattern. However, the statistical measures suggest that the KLA activity (but not

NATO airstrikes) has a weak but noticeable relationship with the refugee flow

pattern.17 The relationship is particularly evident at two points in time: during
Phase 1 in the northern region, and during the Phase 1–Phase 2 transition in

the eastern region. In these two regions at these two times, the pattern in the
residual diverges from the pattern in the estimated refugee flow. Other than

these exceptions, NATO and KLA activity have little influence on the pattern of

refugee flow.
The analysis of patterns of killing and refugee flow while controlling for the

influence of KLA activity and NATO airstrikes shows that while there may be

16For a more detailed discussion, including the underlying regression analysis, see Appendix 2.
17See Appendix 2, Figure 21 for a detailed analysis. Other points at which the estimates and

residuals diverge occur when flow is near zero, and therefore are not meaningful.
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occasional coincidences, the overall effect of KLA activity and NATO airstrikes

does not much change the killing and refugee flow patterns. This provides
further evidence to reject the hypotheses that KLA activity or NATO airstrikes

caused the killings or refugee flow.

5.4. Yugoslav forces

Turning to the third hypothesis – that Yugoslav forces organized and imple-

mented a systematic campaign of violence resulting in killings and refugee flow:
the statistical analysis of correlations cannot prove that the Yugoslav forces

were the external influence responsible for the observed patterns. However,

the findings of this study are consistent with the hypothesis that action by Yu-
goslav forces was the cause of the killings and refugee flow.

In particular, one of the findings of this study shows a circumstantial link be-

tween Yugoslav army activities and the observed pattern in killings and refugee
flow. The extreme decline in the number of killings and refugee flow observed

during the period 6-7 April coincides with the unilateral ceasefire declared by
the Yugoslav authorities in recognition of Orthodox Easter.18 During the pe-

riod when Yugoslav forces ceased hostilities, the number of killings and refugee

departures fell drastically. Further links could be drawn if Yugoslav troop
movements could be shown to have occurred in the same patterns observed

in killings and refugee flow. However, such analysis lay outside the scope of

this study.

6. Summary of conclusions

Consistent with earlier analyses, the findings of this study show that killings

and refugee flow occurred in distinct surges. Over time, the flow of refugees
departing their homes originated from different regions of Kosovo, and the

flow occurred in peak periods, separated by periods of much lower level flow.

As Figure 2 shows, killing patterns over time track the refugee flow. Thus, the
patterns of both refugee flow and killings exhibit characteristics consistent with

the existence of an external cause. The observation that the two processes move
together strengthens this finding.

This study has also analyzed the patterns of these two series over time and

by region. When the overall estimates are compared at the regional level, a
clear relationship remains between the patterns of refugee flow and killings.

Thus, refugee flow and killings occurred in the same places at the same times,

implying a common cause of both phenomena.
The analysis also shows that two of the hypotheses proposed to explain the

patterns in killing and migration, KLA and NATO activity, are inconsistent with
the observed patterns of refugee flow and killings. Both KLA and NATO activity

occurred more frequently after the largest number of killings and highest levels

of refugee flow than it did before the peaks. When controlling for the statistical
effect of KLA activity and NATO airstrikes, the patterns of killing and refugee

flow over time are substantially unchanged.

18ABC News reported a Yugoslav government statement that “[t]o honor the biggest
Christian holiday, Easter, all actions of the army and police will stop in Kosovo against
the terrorist organization KLA [Kosovo Liberation Army] starting April 6 at 8 p.m. [3
p.m. ET].” Orthodox Easter fell on Sunday 11 April 1999. See http://abcnews.go.com/
sections/world/DailyNews/kosovo bombing990406.html as of 3 January 2002.
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The analysis is consistent with the hypothesis that Yugoslav authorities con-

ducted a campaign of killings and expulsions. The Yugoslav government’s Or-
thodox Easter ceasefire coincides exactly with a drastic reduction in killings

and refugee movement, and this observation reinforces the agreement of the

analysis with this hypothesis.
Each of these findings is consistent with the narrative accounts of the situa-

tion in Kosovo during this time period, reported by numerous nongovernmental

organizations. The coherence of the phases, the close relationship between es-
timated number of killings and refugee flow, and their occurrence across broad

regions of Kosovo each support the claim that there was a coordinated cause of
violence against ethnic Albanians during the period March–June 1999.
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Appendix 1: Data and Matching

1. Introduction

The present study is based on the collection of more than 62 000 reported

deaths, of which approximately 52 000 were anonymous.19 The names of 9 569
people were reported to one or more organizations that collected information

about killings in Kosovo during the period March–June 1999. Appendix 1 de-

scribes how we managed both anonymous and named reports of death. As will
be seen, these two types of data represented quite different challenges.

This Appendix is divided into sections, beginning with the introduction (as
Section 1). In Section 2, we describe the data collection procedures that gen-

erated the basic inputs for our work. Section 3 details the initial data editing

steps to clean the data and prepare them for analysis. The next section (Section
4) describes our initial attempts to identify multiple reports of the same death.

In Section 5 we describe how we reviewed the matching in a second round.

The final data are summarized in the last section of Appendix 1 (Section 6).

2. Data sources

The data analyzed in this study were assembled from four sources: interviews

conducted by the American Bar Association/Central and East European Law
Initiative (ABA/CEELI), Human Rights Watch (HRW), and the Organization for

Security and Cooperation in Europe (OSCE), as well as exhumation reports

produced by a number of international teams on behalf of the International
Criminal Tribunal for Former Yugoslavia (EXH). Overall project summaries are

shown in Figure 1.

The first row summarizes collection efforts by ABA/CEELI. They conducted
1 674 interviews in which 5 089 incidents of killing were reported. They did

their data collection in five countries. The final column in the figure indicates by
the “yes” entry that the ABA/CEELI data gatherers all employed a standardized

questionnaire.

More generally, for each source an “incident” could involve information on
deaths of more than one person. In an interview, the witness might describe

one or several such incidents. Thus, an incident was a report of a single person

identified by name, or of an anonymous person or group of people who were
not specifically identified.

Among the reported killings from a single data source, different witnesses
often reported the deaths of the same victims. Some witnesses identified victims

19Data on an additional 18 000 anonymous deaths were available but were not included because
of lack of time.



Figure 1: Summary of data sources
Project Interviews Incidents Where When Qstn.

ABA/CEELI 1 674 5 089 Albania May–Jun 1999 Yes
Macedonia May–Jun 1999 Yes

USA May–Jun 1999 Yes
Poland May–Jun 1999 Yes

Yugoslavia Aug 99–Aug 00 Yes
Exhumations n/a 1 767 Kosovo Jun 1999–Apr 2001 n/a
HRW 337 1 717 Albania Mar–Jun 1999 No

Macedonia Mar–Jun 1999 No
Kosovo Jun–Dec 1999 No

OCSE 1 837 6 686 Albania Mar–Jun 1999 Yes
Macedonia Mar–Jun 1999 Yes

specifically, listing each victim by his or her full first and last name,20 age, and
gender, as well as date and place of death.

Other victims were identified only anonymously. Some individual victims
were reported, but without a specific name (“I saw the body of an old man”).

Other victims were identified as members of groups (“I saw ten people dead in

a pile by the side of the road”). Bodies that were exhumed but never identified
are also included in this category. These victims are referred to as groups (even

if there is only one victim in the “group”).

2.1. American Bar Association Central and East European Law Initiative
(ABA/CEELI)

The sources of the 1 674 interviews which comprise the ABA/CEELI data varied
by country of collection, with different partners in each. The countries where

interviewing was done included Albania, Macedonia, the United States, Poland,

and Kosovo, Yugoslavia.
Albania: ABA/CEELI conducted 35% of its interviews in Albania, where

they partnered with a coalition of local Albanian non-governmental organiza-
tions (NGOs) called the Center for Peace through Justice. With the Center,

ABA/CEELI conducted interviews in the refugee camps and among refugees in

private homes throughout Albania. Data collection in Albania began in May
1999 and ended in August 1999. In the camps, interviewers sought intervie-

wees tent by tent.

Macedonia: About 16% of the ABA/CEELI interviews were collected in Mace-
donia. The interviewees included Kosovars residing with host families through-

out Macedonia, but the interviews were primarily collected in refugee camps.
ABA/CEELI worked with a team of ethnic Albanian citizens of Macedonia to

conduct these interviews. ABA/CEELI secured interviewees through referrals

from humanitarian organizations, word of mouth, and advertising in local news-
papers. In the camps, interviewers sought interviewees tent by tent. The Mace-

donia data collection began in May 1999 and ended in August 1999.

United States and Poland: American attorneys, working through interpreters,
collected interviews from refugees housed on the military base in Fort Dix, New

Jersey. ABA/CEELI recruited 10% of its interviews in Fort Dix, and interviewees

20The terms “last name” and “surname” will be used as synonyms.
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were found through advertising and word of mouth within the camp. U.S. data

collection began in May 1999 and ended in July 1999. CEELI also collected a
small number of interviews (4) from a refugee camp in Poland and received

a small amount of interview information collected by the Kosovo Diplomatic

Observer Mission in Poland.
Yugoslavia: ABA/CEELI partnered with two organizations in Kosovo to col-

lect information after the Yugoslav withdrawal in June 1999; interviews taken

in Kosovo account for 38% of the ABA/CEELI total. Data collection by the Cen-
ter for Peace Through Justice began in August 1999 and ended in November

1999 and was undertaken in the following municipalities: Djakovica, Glogovac,
Klina, Mitrovica, Pec, Podujevo, Pristina, Prizren, Orahovac, Suva Reka, Vucitrn,

and a small number elsewhere in Kosovo. Additional data were collected by the

Council for Defense of Human Rights and Freedoms. Their interviews began in
July 2000 and ended in August 2000. Interviews were conducted by open-

ing general collection points in the centers of the following towns: Gnjilane,

Vucitrn, Kacanik, Urosevac, and Stimlje.
All interviews were conducted using a standardized questionnaire that al-

lowed for a narrative description of events. The information on the question-
naire was then keyed into a database. The coding team paid particular at-

tention to the precision of the dates expressed by the interviewees. Some dates

were identified exactly, while other dates were identified relatively (“two weeks
before we left our homes”), or approximately (“some time before the Serbs

came”). The date precision coding was used later for the analysis of sensitivity

of the findings to date reporting errors.21

For the statistical purposes of the present study, all of the data were re-

categorized from the original database into new data structures. All data were
recoded from their original formats into standard geographic classifications and

date precision codes.

The ABA/CEELI data were processed in two parts: The first portion of
ABA/CEELI data included the 634 interviews taken in Kosovo. These data were

compared to and completely merged independently with the HRW, OSCE, and

exhumation data as described in Section 4. The second set of ABA/CEELI data
(comprised by the interviews conducted outside Kosovo) had been used in an

earlier publication by ABA/CEELI and AAAS (2000). These 1 040 interviews

were self-matched, then integrated with the entire dataset (which included data
from OSCE, HRW, the exhumations, and the ABA/CEELI data in the first set).

The second phase of ABA/CEELI work was done at the end of the inter-system
matching process (see also Section 4 and Section 5).

2.2. Exhumations (EXH)

Exhumations were conducted in locations thought to contain graves of Kosovars

killed during the months leading up to the Yugoslav withdrawal. Although ex-

humations were not evenly spread across Kosovo, exhumations were conducted
in 24 of Kosovo’s 29 municipalities. The total number of bodies exhumed and

the number identified for each municipality are presented in Figure 2.

The exhumation data did not identify the date on which the victims had
been killed, and so these data only have date identification when they match

21The results of the sensitivity analysis are covered in Appendix 2. We found that the substantive
interpretation of the results is robust to the residual imprecision in dates due to reporting error or
missing data.
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Figure 2: Total number of bodies exhumed and percent identified, by munici-
pality

Municipality Total Exhumed Percent Identified

Missing place 4 0.0%
Decani 54 9.3%
Dakovica 388 33.5%
Glogovac 421 39.4%
Gnjilane 54 83.3%
Dragas 1 0.0%
Istok 208 40.4%
Kacanik 142 69.0%
Klina 24 41.7%
Kosovo Polje 11 54.5%
Kamenica 8 100.0%
Mitrovica 149 50.3%
Lipljan 91 92.3%
Obilic 5 100.0%
Orahovac 368 40.8%
Pec 312 62.5%
Podujevo 90 72.2%
Pristina 357 21.0%
Prizren 510 21.6%
Srbica 343 64.1%
Stimlje 24 75.0%
Suva Reka 371 50.1%
Urosevac 22 77.3%
Vitina 8 100.0%
Vucitrn 246 61.0%

Total 4 211 45.4%

to victims in another data system (see Section 5). The place of the exhumation

may or may not have been the place in which the victim was killed. Identi-

fications were made carefully, and so the exhumation data were an especially
important source to check for repetition of the same name. Many people in

Kosovo have similar surnames, and it can be difficult to distinguish between

people by last name alone.22

2.3. Human Rights Watch (HRW)

From March to June 1999, HRW interviewed refugees as they left Kosovo. Of all
the interviewees who gave statements to HRW, 25% were interviewed as they

22The exhumation data provided a basic early reference for the matching issues we would en-
counter later. We thought initially that the names in the exhumation data were unique. In the
end, while this did not prove true, the exhumation data still had the best record of identification of
victims by name.
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crossed the border into Albania or when they had settled in refugee camps or

private homes; 11% were interviewed in Macedonia, and 3% in Montenegro.23

From June through December 1999, HRW conducted interviews in Kosovo;

60% of the interviews given to HRW were conducted in Kosovo. The geo-

graphic regions within Kosovo were selected based on refugee reports of mass
human rights violations and on reports of mass violations from sources other

than refugees. Interviewees were selected for their knowledge of specific abuses

inside the province. Interviews were conducted in the municipalities of Decani,
Djakovica, Gllogovac, Gnjilane, Istok, Kacanik, Kamenica, Klina, Kosovo Polje,

Lipljan, Mitrovica, Orahovac, Pec, Podujevo, Pristina, Prizren, Orahovac, Suva
Reka, Srbica, and Vucitrn.

All interviews were conducted to elicit open narratives of what the inter-

viewee had seen. Standardized questionnaires were not used (HRW 2001).
Despite not having used a standardized questionnaire, the interviews were rich

sources of information about killings. They were coded and entered into a

database. Coding for the present study was independent of the original HRW
database and the statistical work presented earlier in HRW (2001).

2.4. Organization for Security and Cooperation in Europe (OSCE)

The OSCE Kosovo Verification Mission (OSCE-KVM) collected 1 837 interviews

which mention one or more killings. The statements were taken from March

through June 1999. The interviews were conducted in more than 90 distinct
locations in Albania (37% of the interviews) and at least six locations in Mace-

donia (61% of the interviews). There was a small number of interviews (22)
for which the place of interview was not noted. No information was gathered

in Kosovo itself. OSCE-KVM interviewers opened offices in central locations

near refugee gathering points (mostly camps), and interviewees came to give
statements. The OSCE informed potential interviewees of the project through

local non-governmental organizations, announcements in the press, and con-

tact with local clinics or hospitals. Most of the interviews (over 80%) were
conducted in refugee camps; the remainder of the interviews were collected in

public gathering spaces or private homes.
OCSE-KVM used standardized interview forms similar to those used by ABA/

CEELI. The information was then entered into a database, also similar to that

used by the ABA. For our study, the data were independently recoded, as we did
for HRW. The semi-structured OCSE interviews were reformatted to be compat-

ible with the format we developed for use with the ABA/CEELI data.

3. Initial data editing

Although the data sets were all carefully compiled by each of the collecting or-

ganizations, considerable effort was required to standardize the data to formats

that permitted us to determine which records identified the same victims. Two
rounds of data editing were done. In the first round, we prepared the data to be

matched. In the second round, additional edits refined the data and finalized

the matches. This section describes the initial editing. Section 5 describes the
final edits.

23The percentages do not sum to 100% due to rounding.
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3.1. Geographic coding

All places identified by interviewees were coded to specific geographic loca-

tions. Before matching, all the several geographic systems were made to agree

with a single coding scheme. A coding scheme uses a list of place names. Since
many places have the same name, a place list is not uniquely identified by

names. Instead, a code is assigned to each distinct place. The codes were

mapped to the latitude and longitude of the place to which they referred.
We began with the geographic structure described in Ball (2000) and ABA/

AAAS (2000), using 29 municipalities. These structures omitted many places
introduced in the new data acquired for the present study. The place list avail-

able at the online Humanitarian Community Information Centre (HCIC) linked

place names to grid positions on a detailed atlas. The HCIC list was used to
standardize place names.24

All place codes were coded for latitude and longitude. A first pass used

the U.S. National Imaging and Mapping Agency’s (NIMA) Populated Place Lo-
cations list.25 The NIMA list includes latitude and longitude. The NIMA list

was linked to the HCIC list using place names. When names were ambiguous,
we hand-linked the codes using municipality names and checking places on

the HCIC map and a commercial map.26 Using the HCIC list and map, as well

as a commercial map, we developed computer routines that confirmed every
place code’s latitude and longitude against the grid coordinates in the HCIC

map. Locations which did not fall in their grid coordinate were hand-plotted

and rechecked.
Several cities and villages have the same names as municipalities. Given one

of these names, it was not always possible to determine whether the munici-
pality or the village was being described. Sometimes, too, the same place name

occurred in more than one municipality (e.g., Drenovac is a city or village name

in four municipalities: Orahovac, Decani, Pristina, and Klina). Finally, there
were cases where no place coding could be assigned (e.g., “in the mountains”).

Distances between locations were calculated using their latitude and longi-

tude.27 These distances were used to determine whether witnesses’ conflicting
reports of locations plausibly referred to the same place. Locations less than

10 kilometers distant from each other were routinely treated as the same loca-
tion.28

3.2. Name and gender editing

We consulted with native Albanians and several Internet-accessible Albanian
name indices in order to help interpret the names reported in the data sources.

24See www.reliefweb.int/hcic/ as of 10 October 2001. Note that the HCIC list includes the mu-
nicipality of Malisevo which did not exist during the first two quarters of 1999. During the time of
the conflict, Malisevo was part of four other municipalities.

25See the NIMA GEOnet Names Server (GNS), found at http://gnpswww.nima.mil/
geonames/GNS/index.jsp as of 3 January 2002

26Interestingly, we found more than 50 locations in the NIMA list for which the latitude and lon-
gitude were 25 or more km away from their plotted positions on several maps. When this occurred,
the NIMA coordinates were rejected by our grid-square check which compared latitude/longitude
positions against grid coordinates in the HCIC maps

27We used Haversine’s Formula to calculate distances; see, e.g., http://mathforum.org/dr.math/
problems/longandlat.html.

28More distant locations were occasionally treated as the same; this occurred when far-apart
places had the same name and might have been confused either by the witnesses or by the data
coders. See Section 5.4 for examples.
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Common misspellings of first and last names were corrected. First and last

name reversals were detected and corrected either before or during matching.
Some of the spellings were phonetic, having been recorded by individuals who

did not speak Albanian, and others were obvious data entry errors.

Gender was given directly by the interviewee or it was coded from the first
name (when a first name had been given). First names were cross-checked to

be sure that the same first name was always assigned the same gender.29

A search was made for identifiable Serb victims. Some of these were ob-
vious, e.g., a designation such as “Serb Commander.” Others were identified

by checking against a list of common first and last names for Serbs.30 A total
of 30 Serbs, identified by reference to the name lists, were dropped from the

estimates.31

3.3. Date of death formatting

Data edits were performed to correct confusion caused by differences in the

order in which day and month conventionally are entered by Europeans (day,
month) and Americans (month, day). Other records had dates of death with

out-of-range year values (e.g., “1990” and “2999” which were both reset to

1999). After editing, all dates were standardized to the ISO YYYY-MM-DD for-
mat.

Although labeled “date of death,” interview reports usually were a mixture

of actual remembered incident dates and dates when bodies were seen. There-
fore, the date given could have been later than the day that the death actually

occurred.
When the original interviews were entered into the databases, the precision

of the date information was coded as “exact,” “approximate,” “imprecise,” or

“unknown.” The precision coding corresponds roughly to the degree of preci-
sion defined to the day, week, or month of the event, or no precision. As a result

of matching records to other records, multiple dates were sometimes available

for each record. The precision coding was used to select the “best” date, as
described in subsection 5.2.32

4. Initial data matching

It was our working hypothesis that each data system (except the exhumation
data) could contain many duplicated reports of the same victim’s death. These

duplicates, of course, had to be found prior to doing any analysis. The problem

of duplicate records was divided into four subtasks: intra- and inter-system
matching for individuals, and intra- and inter-system matching for groups.

Each identifiable individual record was first compared to the rest of the
identifiable individual records in its dataset of origin. This process is called

29A reviewer noted that some first names may be used by people of different genders. Since gen-
der played a relatively small part of our matching logic, this editing rule cannot have significantly
affected our matching.

30For some of the resources we employed, see http://www.kabalarians.com/male/
serb-m.htm and http://toybox.flick.com/onomastikon/Europe-Eastern/Former-Yugoslavia/Serbia/
Surnames.htm.

31Logically, an equally tiny fraction of the anonymous deaths would also be Serb victims. These
numbers would be too small to affect the interpretation of our estimates. We have therefore ignored
their effect.

32As already noted, Appendix 2 examines the robustness that exists relative to known weaknesses
in date reporting.
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“intra-system matching” or “self-matching” because it matches a single data

source to itself.33

After each data source’s individual records were self-matched, the reports

from each source were matched to those of every other source. We called the

process “inter-system matching.” Named individuals in each system were com-
pared to named individuals in every other system and matches were recorded.

The primary variables employed to check for duplicates were name (first, last)

and geographic location. Other information, such as date of death, age, or
gender, were also considered in order to confirm or reject possible matches.

The same process of intra- and inter-system matching was then repeated for
anonymous group data. Location and time were the two key variables used to

bring potentially duplicative reports of anonymous killings together. Conceptu-

ally, reports of anonymous deaths could contain individuals who were identified
by name in other reports. We found several ways to combine the individual and

group data as described below. The approaches we considered provide a cred-

ible set of lower bounds on the total number of killings, which are described
in Section 6. In Appendix 2, modeling approaches are described to improve on

these lower bounds.
Although the matching process was computer-assisted, the decisions were

made by people. Matching was done by a small team of carefully-trained coders

supervised by one of the authors. During the second round of matching de-
scribed in Section 5, other steps were taken to measure the quality of the

matching.

4.1. Variables used for intra-system matching of individual records

The primary keys for identifying duplicate reports of the same individuals were

last and first names. There were many common misspellings (or erroneous
transcriptions) of certain names, including the following: Hysen, Hyseni, Iseni;

Ymeraj, Imeraj; Krasniqi, Krasnici, Krasniki; Kuci, Kuki, Quki, Quci; Cake, Caka,

Cakaj; and Loki, Loku. In general, “H” as the first letter was often omitted in
the transcriptions of the interviews.

Last names beginning with certain letters often occurred in different com-
binations: K could be C or Q; Y and I were often confused; and Xh could be

Gj or Sh. All of these combinations were routinely compared. In addition to

the routine rules, less regular but obvious misspellings were sought involving
similar-sounding letters in the middle of names. Over time, the coders became

familiar with the variety of possible spellings for different names.

When records contained similar names, they were considered to be matches
unless other information clearly distinguished them from each other. Informa-

tion that might weigh against matching two records included the age and sex
of the victims, and the dates and places of death. Ages were rarely useful since

they were frequently approximate. However, when the ages differed by 20 or

more years, it was assumed that the records were different; we theorized that
two identically named victims of different ages were likely to be relatives. In-

formation on the sex of the victim rarely differed, unless the first names did

as well, because in earlier data editing stages, first names had been used to
differentiate between the sexes.

33The exhumation data were not checked for duplicates in this round because the records were
assumed to be unique. In Section 5, we describe how this assumption was later changed, and some
names were found to be duplicated.
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Place of death was the most important additional information used to evalu-

ate name matches. Records for which the names matched and the ages differed
by less than 20 years were considered to be matched when the places were

identical. In particular, if the places were in the same municipality or in adjoin-

ing municipalities, they were treated as a match.

4.2. Basic approach of intra-system matching of individual records

The record linkage literature offers many approaches for matching individuals
in lists.34 The complexity of the data described here, however, required us to

use manual methods. As we learned from and edited the data, we were able to

increase the automation of the process. Due to resource limitations, we were
not able to quantify all the errors in the matching process such as was done in

Belin and Rubin (1995). We relied instead on repeated rounds of computer-

assisted matching that concluded with very few matches being found in the
final passes of the last round. To minimize the impact of residual matching

errors, we tried in all cases to err in the direction of too many matches, which
would tend to decrease the estimates.

Within each dataset, records were matched by printing paper lists in a

spreadsheet format. The lists were sorted on several variables: by place, then in
a subsequent pass by last name–first name, then in another pass by first name–

last name.35 Although matchable records may sort to positions quite distant in

one sort, they would appear close together in at least one of the other sort or-
ders. For example, two records with identical first and last names would appear

together on both name sorts. Two records with differently spelled last names
but identical first names would appear together when sorted by first name.

When found together the varying last names would be readily identifiable.

Using the multiple-sorting (or multiple-blocking) technique, coders identi-
fied blocks of records that were the same. The record with the best data (the

best name spelling and most precise date and place location) was chosen. All

the record numbers were grouped in a “circuit” and preserved for later analysis
of the most likely date (as described in Section 5) for the final record.36 This

record was called the “key” record.37

The technique changed as confidence in the coders increased. In the first

part, three coders independently self-matched all the HRW data and the por-

tion of the ABA data that consisted of the interviews conducted in Kosovo. After
the HRW and the ABA self-matches were completed, the approach seemed suf-

ficiently routine so that one coder could achieve results of almost as high a

reliability as two or three. Therefore, only one coder self-matched the OSCE
data and the second portion of the ABA data.

Although the process was routine, the match results were complex because
they involved collapsing an indefinite and unpredictable number of records into

one “key” record. Although errors were not always obvious, the internal con-

sistency of the collapsed records could be assessed (see below).
For the HRW and ABA self-matches, the individual victims who were matched

differently by the two coders were identified. The coders discussed the differ-

34Two linkage conferences (1985 and 1997) were co-organized by one of the authors of the
present study and provide access to this rich literature

35See Scheuren (e.g., 1985) for more on the statistical properties of multiple blocking methods.
36The use of the term “circuit” in Asher and Ball (2001) is different, but the analytic issues are

similar.
37See Appendix 2 for the use made of this information in sensitivity analysis.
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ences and jointly developed a consensus list of matches.38 Inter-coder agree-

ment varied from between 75% and 90%. All coders’ differences were reviewed
and resolved by an author of this report.

For all self-matches, the structure of the match decisions was evaluated for

its plausibility. In particular, for each system, each circuit containing two or
more records was evaluated, comparing the key match fields for agreement. For

each source, for each circuit containing more than one record, all the records

were compared to the key record. For each of three fields (surname, date, and
place), a count of how many records agreed with the key record was made.

Surnames The proportion of records within circuits which matched within
the first 3 and 7 characters was tabulated. This comparison was done only

for records with names at least 3 or 7 characters long. The last-name matches

tended to be very close: considering the three datasets, between 85% and 95%
of the matched records shared at minimum the first three letters. The records

that do not share the first three letters of the last name are not necessarily mis-

matched. Arguably, the name-similarity index measures the rate of spelling or
transcription variation among the original interviewers. We interpret the high

rate of agreement as an indication that the names were most often matched to
other similar names.

Dates The proximity in time of the self-matches was also considered. Be-

tween 79% and 84% of the precise dates on records matched in self matching
were within one week of one another. Dates coded as approximate were not

compared.

Locations With precise location codes, individuals in the self-matches had
identical codes between 66% (OSCE) and 99% (HRW) of the time; by expand-

ing the place comparison to places within 25 km of each other, an additional
28% of the OSCE matched records agreed on the place coding, raising the place-

agreement rate to 94%.

Similar names, dates and places that do not match exactly may reflect differ-
ences in the witnesses’ recollections — they are not necessarily coding errors.

However, having high agreement on these measures suggests that records that

had similar names, and that dates and places were appropriately matched when
they were close in time or space. Records with dissimilarities were less often

matched.

Our results from these initial intra-system matches of named individuals
reduced by about one-third the number of records that went on to later steps.

The duplicates found afforded us a way of improving the reporting of dates and
learning more about Albanian name variations. Although this round did not

find all the duplicates, it provided a foundation on which to begin the inter-

system comparisons described in subsection 4.3.
As we will discuss in Section 5, later steps in the process made it possible to

detect most of the remaining duplicates. There may have been a small amount

of “overmatching,” however, which would not be detectable in later steps and,
hence might be a cause for concern. Overmatching can occur when records for

two distinct individuals are linked in the self-matching step. There is no way
to fix overmatching errors later in the process since the record for one of the

individuals is not available. Overmatching has the effect of reducing the total

38The individual coders’ decisions were preserved for use in sensitivity analysis.
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number of killings, and hence it tends to lead to underestimates of the total

deaths.39

4.3. Inter-system matching of individual records

Inter-system matching consisted of comparing each individual record in one
data source (the “source”) with all of the possible matches in another data

source (the “target”). As with the intra-system matching the work was all done

manually. The possible records in the target database included all the individ-
uals whose names began with the same letter (or one of the sound-alike letters

described above). The spreadsheet approach used in the self-matching was

replaced by custom software designed to facilitate matching decisions.40

Each source dataset was divided into subsets. Each subset (called a “slice”)

was a proportionally stratified (on date of death and region) random sample

of the whole. Slices were designed to represent approximately one half-day’s
work. Whenever a pair of coders finished the same slice, a supervisor com-

pared their results and reviewed all disagreements with both coders. In this
way, different coding styles were brought together, and subtle differences in

coding practice were detected and eliminated. Coders were given one or more

training slices, and their work was not accepted until they reached at least 90%
agreement with the standard answers for the training slices. Coders whose

work had low rates of agreement with the training slices were identified and

they received additional training.
The unduplicated “key” records remaining after the self-matching step were

the inputs to the inter-system matching. The match comparisons were made
using the same rules as in subsection 4.1. Each record in each source was

exposed to every record in each of the other three sources. The comparisons

were not symmetrical. That is, if source A were compared to source B, source
B was not then compared to source A (although for additional redundancy,

occasional symmetric comparisons were made). Since at least two (and often

more) coders made match decisions for each comparison, there are more than
twice as many decisions as possible comparisons. Altogether there were 18 462

match decisions made, and the raw proportion of agreement overall for the
decisions was 94%.

Even though the proportion of agreement among coders was quite high,

there were some disagreements. An author of this study reviewed every dis-
agreement among the coders and made the final decision.

As previously mentioned, the interviews taken by the ABA outside Kosovo

were handled differently than the other sources. While the self-matched steps
for this portion of the data were identical to those described in subsection 4.2,

the inter-system matching was done after the other systems had been matched
and merged. In all other respects, though, the steps were the same. The

matches were performed independently by two different coders, and their de-

cisions were compared. The inter-rater proportion of agreement was relatively
lower for this portion of the matches (approximately 80%). However, as with

all the matches, all disagreements were reviewed and resolved.

39As noted elsewhere, when errors were unavoidable, we have elected to err in a direction that
would lead to understating the number of killings.

40The matching application was an HTML client which the coders accessed using web browsers.
The application itself was written in PHP and MySQL running on a local intranet. Data were
processed using Python and SQL, and the statistics and graphs were generated using Stata. The
graphs were edited in Adobe Illustrator, and the text typeset using LATEX 2 � .
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The initial inter-system matching noted areas in the data where additional

checking was needed, notably for the exhumation data, but in other places as
well. Interestingly, as with the self-matching round, the number of deaths was

again reduced by about one third. In Section 5, we describe how we used what

we learned to make the final match decisions for individual deaths.

4.4. Intra- and inter-system handling of anonymous group records

All of the matching described so far has compared named individual victims
to other named victims. The sources, however, describe approximately seven

times more victims anonymously in groups than individually by name. By its

nature, anonymous group reporting has less information available for deter-
mining whether group reports uniquely match each other. After substantial

analysis, we found that it is not possible to match individuals to groups within

data systems, nor to match groups to other groups across data systems with suf-
ficient reliability to model the missing information, as described in Appendix 2.

Nonetheless, there are several benefits from matching groups to each other
and to individuals. First, matching records of all kinds provides additional

information about the precision (or possible imprecision) of date and place

identifications. If the most likely match for a given record (based on qualitative
information in the notes fields, or a match by place while the date is different)

is another record that is distant in time or space, this implies that one of the two

records has imprecise date or place information. Second, by matching groups
and individuals within systems, a basic lower bound for the number of killings

missing from the identified list can be estimated.
The matching process for groups was as follows.

First, we self-matched group reports within each data source. Anonymous

groups were collapsed within specific places and dates. That is, groups who
were identified as killed in a particular location within approximately 10 days

of each other were considered duplicates; wider date ranges were collapsed

when the more distant dates were imprecise, or when narrative information
available in the interview notes suggested that the incidents were the same. In

nearly all village-level locations, there were very few groups, and they clustered
at particular dates. After the group matches were made, all groups with more

than one matching record were evaluated. Only 15 had dates spread more

widely than 14 days apart. The “best” date was chosen using the same logic
used for the individuals who were self-matched.

Second, individuals were matched to groups within each data system. The

matching was done primarily by location and date, although in many cases
additional information about the group aided the matching. Some otherwise

unidentified records were noted “brother of victim 27,” or a group might be
documented as “the X family.” Matching individuals to groups increased the

information about the individual killings in some cases. For example, if the re-

port of the individual killing did not have a specific date on which the killing
occurred, an anonymous (group) report could provide a date. Even if the indi-

vidual report contained date information, the group report was used to confirm

the original.41

Third, individuals were matched to groups in other data sources. This pro-

cess provided the same information-leveraging benefits described above.

41The additional dates were used in the evaluation of date precision. See Appendix 2.
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Fourth, the group counts provide a method for examining the number of

deaths that were unreported as individual records. With a count of the unique
groups, we can evaluate whether the pattern of killings that were not reported

as individuals is distributed uniformly or non-uniformly over space and time.

This question is examined in detail in Appendix 2.

4.5. Merging anonymous group killings across systems

Approximately five times more victims were reported to the interviewing projects
as members of anonymous groups than were reported by name.42 In this sec-

tion, we describe how we use this information to explore the number of victims

who were not identified by name.
After self-matching the groups, we determined that the level of duplication

in the group data was high: the total reduction from the reported data to the

unduplicated data was more than a factor of five. The unduplicated group
records resulting from the match process were composed of one or several

group records. Thus each record contained a distribution of group sizes that
could be used to estimate its “best” size. Three sizes were estimated for each

group. For an estimated minimum size, we took the smallest reported group

size that was greater than the number of individuals matched to the group
(within that data system). The median size was the median of all the sizes

greater than the number of individuals matched to the group. The maximum

size was the greatest reported size of any group in the circuit.
Sums over the group records by time and space are unduplicated within

each data system. However, group counts cannot be directly summed across
data systems because the group data were not matched across systems. We

unduplicated the group counts by comparing the sum of group counts (using

the minimum, median, and maximum counts) across the three systems. We
chose the maximum of the three systems at each point, thereby assuming that

the other two systems were completely matched to the largest one. This is the

most conservative possible merging rule.
The resulting data are the estimated total anonymous killings over time and

space, and they are used to evaluate the completeness of the unique individual
records (see Section 6.3).

5. Refinements in data editing and matching

Once all the initial intra- and inter-system matching and editing decisions had

been applied to the raw data, the combined dataset could be reviewed using
information accumulated in the previous rounds. The review focused on match

inconsistencies, on choosing the best variable to represent the entire set of
matched records, on imputing for missing dates, on reassessing the exhuma-

tion data, on a general cleanup of spelling inconsistencies, and on other errors

that were found in our initial work.

5.1. Inconsistent matches

Because of the way we matched targets to sources in the initial match, it is pos-
sible for records to match in inconsistent patterns across datasets. For example,

42As previously mentioned, records on an additional 18 000 group deaths were available, but
were not processed due to lack of resources.
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consider three pairwise match decisions:
�������	�

, 
 ������� , and
�	��� 
� .

In this example, record
���

(from dataset
�

) was compared to dataset
�

and
matched to record

���
. In a separate match, record 
 � was compared to dataset�

and matched to record
���

. In a third match, record
�	�

was compared to

dataset 
 and matched to record 
� .
When merged, records

���
and

���
seem to match both 
 � and 
� . If dataset
 was properly self-matched, this is a contradiction. In total, there were 298

records like 
 � and 
� were found. The solution was clear: in each of the pairs
of overmatches, the matching pattern of one of the records had to be modified.

All of these contradictions were reviewed and resolved. There are two ways
to resolve them: One possibility was that 
 � and 
� should have been matched

in the intra-system matching. In this case, one of the two records can simply

be dropped from the analysis.43 Eighty records were resolved this way. The
second possiblity is that either 
 � or 
� was matched in error and should be

unmatched; the remaining 218 overmatched records were resolved by sepa-

rating them. In some cases, if the records were matched in error, there may
have been a true match which was obscured by the erroneous match. These

potentially missed matches were sought in the final editing step (see Section
5.4).

5.2. Choosing the “best” dates

Each record in the final dataset was a combination of all the records that
matched to it. This combined record potentially has many dates to choose from.

The selection of the “best” date proceeded as follows. First, we aggregated the
matched records by date. Usually in a set of matched records, one date is much

more common than other dates. We chose this date first, if possible. Among the

remaining dates, we chose the date with the highest level of precision (defined
by the most precise record within that circuit). If there was more than one

date with that level of precision, we chose the date with the largest number of

constituent records in the circuit. When there were ties (dates with the same
precision and number of constituent records), we chose the earlier date. We

reasoned that later dates were more likely the result of people having seen the
bodies after the killing, rather than having seen the killing itself.

For 204 records with no date information, a “hot deck” procedure was em-

ployed to assign a date at random from a “donor” record that was geographi-
cally closest to the location of the record with the missing date.44 Three dates

were randomly selected from the potential donors, and copies of the original

record were created with each of the sampled dates. The new records were
each assigned a weight of 0.33.45

43Dropping a record means adding it to the circuit of matching records in the self-match. In this
way, information in the “dropped” record is still available to the “kept” record.

44“Hot decking” (e.g., Ford 1983) imputes missing information to a record by finding another
record—a “donor” record—with non-missing information which is identical, or nearly so, in all
other respects. Here we used geographic proximity to select the donor. To reduce the Monte Carlo
error introduced by the imputations we first created potential “donor” groups of 60 records each,
(in 85% of the 457 villages identified as locations of one or more killings we were able to find 60
or more valid records available within 10 km).

45Again, as part of dampening the imputation error, dates were imputed to records three times,
with a weight of 0.33 assigned to each resulting record. The motivation for this use of multiple
imputation is set out in Oh and Scheuren (1983). We are not using multiple imputation in the sense
described by Rubin (1987). In particular, our goal is not to try to calculate variances. The residual
uncertainty arising from the imputation process is almost certainly small (see, e.g., Converse and
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Some of the hot-decked dates were outside the date range of interest to

this study (20 March–22 June). Those records (and their partial weights) were
therefore excluded from the analysis.

The sensitivity of the estimates to the “best” date choice and the imputa-

tion are analyzed in Appendix 2. As Appendix 2 shows, the main statistical
results are robust against uncertainties caused either by date inconsistencies or

because in a small fraction of the cases, an imputation had to be made.

5.3. Exhumation data

In the initial editing and matching steps described in Sections 2 through 4 we

had assumed that the exhumation data were unique by definition. That is, we
assumed that there were no cases in which different remains were identified as

the same victim. At this stage, we examined that assumption critically. Records

with identical names, in which the place of death was the same village, and the
ages were identical (or missing) were matched. However, even if the names

were identical, but the ages were recorded and distinct, the records were not
merged.

In all, 232 named exhumation records were self-matched in this way. This

resulted in a net decrease of the total named, individual exhumation records
by this number. We increased the number of anonymous deaths by the same

amount with the reasoning that the exhumation reports documented two bod-

ies, but the bodies had other forms of indirect identification that led to duplicate
registration of the same individual.

5.4. Other edits of the final matches

When the entire dataset had been compiled, one of the authors spent five days

reviewing it. In this process, she identified 329 match modifications, as well
as 400 corrections to names, dates and places. The process was simple: sort

the list by a key field (last name, first name, or place), and then scan the list

looking for repetitions.46

The 400 corrections were primarily corrections to variable name spellings.

For example, one victim’s surname was “Pashi,” a clear misspelling of “Gashi.”

Special attention was given to the first names and surnames that occurred only
once, on the theory that these were likely misspellings.

At this stage, names, dates, and places that were clearly inconsistent across
data systems were reconciled. For example, there were cases in which an entire

family had been identified in one location in the exhumation data, but were

reported by another source in an entirely different municipality. Checking the
locations, we determined that these were not simply case of miscoding. We

believe that they represent cases in which the bodies were buried in locations

distant from the killings.
One of the most striking examples of this sort included the bodies of seven

members of one family who were exhumed in Donja Sipasnica. Five of them
were reported to the ABA/CEELI project as having been killed in Susica, 70

Scheuren 2001). Nonetheless, there is some possibility for residual bias, so the step of conducting
sensitivity analyses (as in Appendix 2) seemed warranted. For this reason, we have also described
all the significance testing and confidence intervals calculated in Appendix 2 and included in the
body of the report as “nominal.”

46In the cases of commonly misspelled first and last names, the list was arranged so that records
with the common variant spellings appeared next to each other.
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km distant. The remaining two family members were not identified in any of

the interview-based datasets. All seven people were assigned to Susica. When
records disagreed in the exhumations and the other datasets disagreed, the

location from the interviews was used in preference to the exhumation location.

Some of the other checks were more complex. For example, we discovered
additional matches which had been missed because they were coded to loca-

tions quite distant from one another. The coders did not originally match the

records because the distance measure indicated that the places of death were
far apart. When we reviewed the list, we discovered that the villages were in

different municipalities but that they had the same names. For example, the
villages of Pograde (in Gnjilane) and Pograde (in Klina) were confused, and

different reports about the same victim were coded variously to the two loca-

tions. The coders rejected the match because the two villages are 83 km distant
from each other. We found 5 cases of this sort.

Some records required more significant modifications. Once the complete

name corrections were made, we found 153 records that should have be matched
in the self-matching stages. Finally, 176 new matches were found after the edit-

ing. Each of these records was merged with its new links, increasing the number
of sources in which they were found.

Although undetected duplicate records may still exist, we believe that there

are now very few. After we finished the final review, we checked how many
times we had missed a match that we should have caught using our initial

matching rules. We found 97 new matches that theoretically could have been

found under the original matching rules. This represents an error rate in our
initial process of less than 2%. This low error is the reason we believe that

after the final matching round described in this section, any remaining errors
are negligible.

6. Final summary of data results

To summarize the results of the data management steps, we will look at the

results achieved source-by-source for individual records. Second, we examine
the results obtained by linkages across sources, again for individual killings.

Third, we examine ways to combine anonymous killings with individual deaths.

6.1. Data handling by source for individual records

Earlier, in Figure 1 we provided counts of the inputs we obtained from each

source. We now can summarize the number of killings of named individuals
that result after both the initial and final intra-system matching steps. These

results are shown in Figure 3.
The interview sources were reduced by 29%–51%, while the exhumation

data were reduced by 11%. What Figure 3 does not show is the extent to which

the matching and editing process improved the quality of information in all the
data sources by leveraging information across matching records.

6.2. Data handling across sources for named, individual records

Another way we can summarize the results of our data handling is to look at

the total number of individual deaths from all sources, after double counting

has been eliminated. The number of unique individual records found in each
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Figure 3: Individual counts from basic sources, gross total and net undupli-
cated counts

Dataset Gross Individuals Unduplicated Individuals

ABA/CEELI 2 800 1 528

EXH 2 155 1 910

HRW 966 685

OSCE 3 648 1 786

Figure 4: Number of individual victims of killing, by documentation status (in-
cluding victims with imputed dates of death)

ABA yes yes no no

EXH yes no yes no

HRW OSCE Total

yes yes 27 32 42 123

yes no 18 31 106 306

no yes 181 217 228 936

no no 177 845 1 131 n.a.

Total 4 400

combination of matches is presented in Figure 4. It includes only records that
had valid date information in the range 20 March to 22 June. Victims whose

deaths occurred on dates before 20 March or after 22 June were not included.

The table indicates that of the total number of 4 400 individual deaths,
relatively few victims were documented by three or four projects, as shown by

the cells in the upper left. For example, only 27 victims were documented in all

four data sources. This cell is at the upper left of the table, at the intersection
of the “yes-yes” row and the “yes-yes” column.

Moving down and to the right, the cells show the values for progressively
less frequently documented victims. For example, 1 131 victims were docu-

mented only in the exhumation data.47 Figure 4 does not include an estimate

for the “no-no-no-no” cell (shown as n.a.), that is, the number of people who
were not individually documented by any of the four projects.

47Victims with imputed dates are disproportionately in the cells with fewer matches. Records
that had more matches had more opportunities to acquire date information, while more sparsely
matched records had fewer opportunities to get date information. The way the imputations were
done left some records with fractional values that are summed in the figure. The results were
rounded to the nearest integer. For example, the “yes-yes-no-no” cell was rounded in this way from
176.66 to 177. The total reflects the rounded sum.
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6.3. Evaluating the completeness of the individual data

The individual deaths must be underestimates. The “no-no-no-no” cell in Figure

4 above cannot be empty. There are several possible methods by which the

number of killings that were not individually identified may be estimated. The
anonymous group data provide the first indication that there is a substantial

number of victims who were not documented among the named individuals.

The group estimate was compared to the individual estimate at each time
and space point, as described in subsection 4.5. Again, taking the most conser-

vative possible merging rule, we subtracted the sum of the individuals at each
time-space point from the group sum at that point. This assumes that every

documented individual was also documented as a member of an anonymous

group. The result of the subtraction is a “net” group count, that is, the number
of victims identified in anonymous groups that remain after all the fully iden-

tified individuals are removed. This can be interpreted as a minimum lower

bound of the number of victims who were not documented as individuals. The
minimum, median, and maximum net group counts are 2 755, 2 889, and

5 859, respectively.
When summed with the 4 400 individual victims, the group counts produce

overall estimates ranging from 7 155 to 10 259. These values estimate the

total number of documented victims. These estimates exclude victims who
were not documented as groups or as individuals, and so these numbers still

underestimate the total deaths. Other methods of estimating the total number

of victims of killing are presented in Appendix 2.
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Appendix 2: Statistical
Methodology and Analysis

1. Introduction

Appendix 1 of this study details the process by which a cross-classification table

is created of counts of individual victims of killing in Kosovo during the pe-
riod of March–June 1999. The total number of identified killings given in Ap-

pendix 1 is 4 400, and a range of estimates of the total number of killings based

on documented killings of unidentified victims is given as 7 155 to 10 259. It
is improbable that all killings were captured by the data collection process un-

derlying these raw counts. For this reason, a suite of statistical methodologies

is required to use the data described in Appendix 1 to estimate the most likely
number of killings in Kosovo in March-June 1999. Appendix 2 describes, in

detail, all of the statistical methodology required to produce the estimates used
in the main body of this study and the logic used to choose the methodology.

The organizational structure of Appendix 2 is as follows. In Section 1.1, the

limitations of the direct counts as a measure of total killings and the trends of
killings over time and space are discussed. These limitations motivate the use

of multiple systems estimation techniques to model the counts of killings over

space and time. Sections 2.1 through 2.3 introduce several methods of multiple
systems estimation modeling, and Section 2.4 discusses model selection proce-

dures. Section 3 begins with an exploration into the validity for these data of
the assumptions underlying the models described in Section 2. It continues into

a collection of modeling procedures that both accounts for these assumptions

and also results in a series of internally consistent estimates for different levels
of temporal and spatial aggregation.48

While this appendix mainly documents our thinking on ways to estimate

deaths that were not reported, we also look at other modeling issues important
to the hypotheses evaluated in the body of the study. Section 4 presents an

analysis of the relationship between the killing counts and the NATO and KLA
data. This appendix concludes, in Section 5, with a brief sensitivity analysis of

the date of death reporting described in Appendix 1.

48As a quality check on the estimate production process required for this study, software routines
for all the estimation procedures discussed in Appendix 2 were independently created by Jana Asher
using Splus 2000 and SAS Version 8 and Patrick Ball using Stata 7. The results were compared, and
when there were differences, the routines were debugged until the results matched.



Figure 1: Documented killings over time

1
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1.1. Limitations of direct observations

A direct estimate of killings documented in the four data sources used in this
study is 4 400, and a direct interval estimate of the total number of killings is

given as 7 155 to 10 259.49 There is good reason to believe that these numbers

do not represent an accurate count of the killings in Kosovo during this time
period. These data were compiled from a collection of interview and exhuma-

tion data. Believing that all killings were documented by these sources assumes
that all relevant bodies were exhumed and identified, or that all killings were

witnessed and reported in the survivors’ interviews, or that all killings were

captured by at least one of these processes. This scenario is implausible.
Given that the data used to develop this study are incomplete, the ques-

tion of how accurately they reflect the true patterns of killings over space and

time arises. Figure 1 plots the 4 400 documented killings given in Figure 4 of
Appendix 1 over time by two-day periods. Note that the characteristics of the

estimated count time series presented in the main body of this study are clearly
apparent in the time series of the raw counts given in Figure 1. The largest

number of killings occur in Phase 1; the quantity declines sharply on 7 April,

then rises again to a mid-April peak. After a decline to near zero 23-25 April,
the series rises to several small peaks in early May.

This raw count series might be sufficient to substantiate the analysis made

in the body of the report if it could be shown that the pattern over space and
time of the “true” counts of killings in Kosovo during March–June 1999 is ac-

curately reflected by the documented killings cross-classified in Figure 4 of Ap-
pendix 1. There is no way to directly compare the time series of the raw counts

of killings to these “true” counts. We can, however, compare the group data

counts described in Section 6.3 of Appendix 1 to the individual count data. As

49The direct intervals are lower that they would have been had we had time to process 18 000
anonymous deaths reported on the ABA interviews done outside of Kosovo that we were unable to
use. If we had been able to integrate these additional records, the directly observable lower bounds
would have increased, bringing them even closer to the model estimate we chose.
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the analysis of the net group data in Appendix 1 showed, there were many vic-

tims who were not documented as named individuals. If the distribution of the
individual count data over space and time varies considerably from the distri-

bution of the group data, it is likely that it could vary considerably from the

distribution of the true number of killings as well.
A measure of the similarity of the distributions of the individual and group

data is given by the absolute relative difference between the group and individ-

ual data counts:

absolute relative difference � �
group count � individual count

�
individual count

(1)

If the distributions over space and time for the individual and group counts

are similar, we would expect the absolute relative differences defined in (1)

to be constant, and the distribution of these absolute relative differences have
a small standard deviation. In fact, if the absolute relative differences of the

two-day regional counts are created, 114 of 192 are zero, indicating perfect

agreement between the group and individual data.50 The 78 remaining abso-
lute relative differences, however, range from .01 to 48, with a median of .83,

mean of 2.67, and standard deviation of 6.48. We conclude that the absolute
relative differences are not constant, suggesting that the individual and group

data counts by two-day period and region do not follow the same distribution.

As a result, we must attempt to estimate the “true” counts of killings in order to
support or contradict the hypotheses given in the main body of this study about

the distribution of killings in Kosovo in March-June 1999. Section 2 presents

the statistical technology required to do just that.

2. Methodological background

Multiple systems estimation, or multiple recapture estimation, has a long his-

tory that originates in the estimation of counts in wildlife populations. Basic
capture-recapture modeling goes back to at least Peterson (1896) and has been

used in a diverse set of fields, including epidemiology (see International Work-

ing Group, 1995a, 1995b), general population counts (see Sekar and Deming,
1949; also Hogan, 1993, and Anderson and Fienberg, 2001a), and, in the area

of human rights, for estimation of the number of killings during the violence in
Guatemala between 1960 and 1996 (Ball, 2000b).

2.1. Dual systems estimation

The simplest version of this methodology, dual systems estimation, occurs when
two separately collected but incomplete lists of the members of a population are

available. Dual systems estimation relies on three statistical assumptions. The
first assumption is independence of the lists, which is described statistically as

follows:

Pr(record � on list L � �
record � on list L � ) � Pr(record � on list L � ).

50When the total of the group data was smaller than the total of the individual data, the relative
difference was set to zero.
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In other words, if the lists are independent, the presence of a person on

one list does not predict the presence or absence of that person on the second
list. The second assumption is homogeneity of the population being captured;

in other words, that each member of the population has an identical capture

probability for a given list. The final assumption is error-free matching across
the lists.

If the three conditions described above are met, then dual systems estima-

tion is a viable estimation technique for a total population count. Let ����������� �	!"$# � �&% , represent a count in a two-way cross-classification table of population

counts for two lists, as follows:

List 2

In Out Total

List In �'�(� �'�*) �'�,+
1 Out �-).� �-)() �-)/+

Total �0+1� �-+') �0+2+3�54
Here � )() represents the count of members of the population that are not

captured by either list, and “ + ” represents the summation of the counts over

the lists (e.g., � �,+ �6� �/�87 � �,) ; � +1� �9� ).�:7 � �(� ). The goal is to estimate 4 ,
the total count of members of the population, and the traditional estimator for4 is simply ;4 � � �,)87 � )<�=7 � �/�=7?> � �,) � ).����/� @

(2)

where >BADCFE�A$E*CA C C @
is the integer produced by rounding ADCFE/AGE*CA C C . It can be shown

that the estimator of
;4 given by (2) is derived by assuming the following iden-

tity holds:

� �,)�H)/) � � �/��H)<��I (3)

A problem arises in dual systems estimation if the underlying assumptions

of independence of lists and homogeneity of capture probabilities are not valid.

In that case, several alternative methods of estimation have been developed,
but all rely on the addition of at least one more list to the system.

2.2. Triple systems estimation

While there is basically only one method of estimation in dual systems esti-

mation, the addition of a list allows greater flexibility of modeling for triple

systems estimation. In this subsection, several methods of triple systems esti-
mation are explored. The first, due to Marks, Seltzer, and Krótki (1974), uses

a combination of dual system estimators to determine
;4 . The second, taken

from Bishop, Fienberg, and Holland (1975), is based on loglinear models. For

completeness, triple systems estimation via full and quasi-symmetry models is

briefly discussed. The underlying data structure is the same for all of these
methods; triple systems estimation relies on a three-way cross-classification ta-

ble of population counts formed as follows:
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List 3 In List 3 Out

List 2 List 2
In Out In Out

List In �'�(�/� ���,)<� ����+1� List In �'�/�*) �'�*)/) ����+')
1 Out � ).�/� � )/)<� � )�+1� 1 Out � )<�*) � )()/) � )�+')� +1�/� � +')<� � +2+J� � +J�*) � +')/) � +K+')

In this notation, � )/)() is the count of those members of the population that
are not included on any of the three lists, while each of the other seven counts

are observable. Summing these seven counts as LM�N� �/�/�27 � �*)<�27 � )<�(�K7 � )()<�27� �/�,):7 � �,)()�7 � )<�*) provides a minimum count for the population total. Finally,
the unobserved total is 4O�NL 7 �0)()/) .
Marks, Seltzer, and Krótki

Marks, Seltzer, and Krótki (1974) start by noting that within three systems,
there are six possible dual system estimators: three created by taking only the

records that exist within two of the three lists:

;P )()/)Q� � �,)() � )<�*)� �/�*) (4);P )()/)Q� � �,)() � )/).�� �,).� (5);P )()/) � � )<�*) � )/).��H)<�(� (6)

and three created by collapsing across two of the lists, thereby using all of
the data to create the dual system estimate:

;P )()/)Q� � �/�*) � )/).�� �/�(� (7);P )()/)Q� � �,).� � )<�*)� �/�(� (8);P )()/)Q� � )<�(� � �,)()���/�(� (9)

They go on to show that an overall estimate of the missing cell in the triple
systems problem can be obtained by combining all six dual system estimators

(4-6) and (7-9). The resulting equation for
;4 is as follows:;4 � L 7 � �,)/) � ).�,)87 � �,)() � )/).�R7 � ).�,) � )()<�R7 � �/�,) � )/)<�R7 � �,).� � )<�*):7 � ).�/� � �*)/)���/�*) 7 �'�*)<� 7 �H)<�(� 7TS ���/�(� (10)

Marks, Seltzer, and Krótki then suggest that (7-9) are more susceptible to

list dependence than (4-6), due to the fact that in each of equations (4-6), the
assumption of independence applies only to records that are reported in the

two sources used in the estimator but are not reported in the third. This minor

relaxation of the independence assumption makes the following estimate of
;4

more robust to dependency than (10):;4 � L 7 ���,)/)G�-).�,) 7 ���,)()$�H)/).� 7 �-).�,)G�-)()<�� �(�,)87 � �,).�U7 � ).�/� (11)

Ball, Betts, Scheuren, Dudukovic, and Asher, 3 January 2002 39



Bishop, Fienberg, and Holland

An alternative triple systems approach is estimation of
;4 through loglinear

modeling (e.g., Bishop, Fienberg, and Holland, 1975). In some data collection
settings, loglinear modeling can better account for dependency than (11), as

well as allow for reasonable sample standard error calculations and fit statistics.
By creating a loglinear representation for the expected counts, P �V�/W �YX�Z[� �V�/W]\ ,
a model for the observable cells is formed that is then projected to the unob-

served cell. The form of this model is as follows:

^`_&a Z P ���/W \ �5b 7 b �.c �ed 7 b �Bc �(d 7 b0f c W.d 7 b ���<c ���(d 7 b � f c �`W.d 7 b � f c �/W.d (12)

with constraints on the b -terms (e.g., that they add to zero across any sub-
script). (12) is the standard no-second order interaction model, or, in other

words, the model that allows for dependency between pairs of lists but not
three-way list dependency. Because there are only seven potentially observable

cell counts available, this is the saturated triple system model that fits the data

perfectly, i.e., the maximum likelihood estimates for the expected counts are;P �V�/W��5�-���/W .
Within this framework, reduced models can be fit to the data by remov-

ing parameters from (12). Typically, these parameters are removed carefully
to ensure that the resulting loglinear model is hierarchical. In other words,

higher order terms may only be included if the related lower order terms are
also included, so that higher order parameters reflect only the higher order

relationships between the lists (see Fienberg, 1978).

For any hierarchical loglinear model chosen, the expected cell values under
the model are estimated and the resulting model is projected to the missingZ # � # � # \ cell. For both the saturated and the reduced models, the estimate of 4 ,;4 , is:

;4O�gL 7 ;P �/�(� ;P �,)() ;P )<�,) ;P )()<�;P �(�,) ;P �*)<� ;P )<�(� I (13)

Bishop, Fienberg, and Holland (1975) give asymptotic variance equations,51

derived via the h -method, for each
;4 derived via triple systems hierarchical log-

linear models. These equations are used within this document to form approxi-
mate nominal52 95 % confidence intervals for estimates derived from loglinear

models for 3-way cross-classification tables.

Other models

Both the Marks, Seltzer, and Krótki model and the loglinear models account
for dependencies across lists. They do not, however, account for heterogeneity

51In loglinear modeling, estimation of the standard errors assumes no missing data, no clustering
of reports, and no matching error. However, the relative confidence interval lengths from alterna-
tive loglinear model estimates are expected to be robust to the small disturbances caused by these
data blemishes. Nonetheless, the confidence intervals themselves, as calculated under the model,
are too short. In our view, this limitation is not sufficient to be misleading.

52The word ”nominal” is used here because the confidence coefficient should be corrected when
multiple comparisons are being made. Bonferroni adjustments, albeit generally conservative,
would be one approach. Furthermore, we often visually and verbally compared two estimates
or two series of estimates without remarking about unmeasured covariances which may exist.
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of capture probabilities. One simple method for modeling this heterogeneity is

the stratification of the target population by demographic characteristics (see
Hogan, 1993). Another, model-based approach is the use of quasi-symmetry

models (see Cressie and Holland, 1983, Fienberg and Meyer, 1983, Holland,

1990, Darroch et al., 1993, and Fienberg, Johnson, and Junker, 1999). A
detailed technical explanation of these models for triple systems estimation

can be found in Asher and Fienberg (2001). For the purposes of this docu-

ment, it is sufficient to state that for triple systems estimation the partial quasi-
symmetry models produce identical results to the six parameter loglinear mod-

els described above. As such, several quasi-symmetric models are used in the
modeling procedure outlined in Section 3 of this appendix. Full quasi-symmetry

models are not explored in this study, as capture heterogeneity is not believed

to be identical across lists.

2.3. Multiple systems estimation

The hierarchical loglinear approach extends naturally to allow for the modeling
of more intricate dependencies among i lists. If L is the sum of all records

observed in all i lists combined, then:

;4j�5L 7 ;Plk(m.m;Pln*o<n*p � (14)

where
;Plk(m.m is a product of estimated expected cell values over all cells

whose subscripts sum to an odd value, and
;P n*o<n*p is a product of estimated ex-

pected cell values over all cells whose subscripts sum to an even value. Formula
(14) is just the generalization of formula (13), and as such is still the maximum

likelihood estimate of the population total (see Fienberg, 1972).
For the 4-way multiple systems estimation models fitted in this document,

interval estimates for 4 are computed using the profile likelihood methods of

Cormack (1992) via a program developed by Matthew Johnson of the Educa-
tional Testing Service. The profile likelihood estimate of the

� �rq confidence

set for 4 is defined to be" 4ts&u � ZF4v�wL \ �wu � Z ;4x�wL \8y{z � c|� d~} ���'� % � (15)

where u � is the model deviance, and z � c|� d*} ���'� is the
� �5q quantile of az � c�� d distribution. Because Splus’s �H�G�:�G� function estimates the multinomial

capture-recapture model using a Poisson likelihood, we must approximate the

multinomial deviance,
;u � , from the Poisson fit. We use an approximation sug-

gested by Cormack (1992):;u � ZF� \ �Y�MZ�� \ � log

� ���]Z[L 7 � \.�ZFL 7 � \ p + � � �B� � (16)

where �MZF� \ is the model deviance for a loglinear Poisson model fit to the ��
contingency table with � in the missing cell.

2.4. Model selection

With the exception of the Marks, Seltzer, and Krótki model, the fit of all models

described in this section is typically assessed using one of the following two
statistics:
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� � � � (Observed - Expected)
�

Expected
� or

u � �  � Z Observed \ ^`_&a Z Observed

Expected
\ I

Both of these statistics, the Pearson chi-square (
� �

) and the deviance ( u �
),

have approximate z � distributions on � degrees of freedom, where � is the

number of cells in the cross-classification table minus the number of parameters
fitted in the model.53 Both statistics produce similar results; the Pearson chi-

square statistic, however, is better known. Therefore, within this document, the
Pearson chi-square will be used to assess the fit of the models attempted, and

the deviance will be used in the development of some confidence intervals via

profile likelihood methods.
In order to assess the fit of a loglinear model using the Pearson chi-square

statistic, a balance needs to be struck between neither underfitting nor overfit-

ting the data. This is done by only accepting models whose Pearson chi-square
statistic, when compared to a z � distribution of the appropriate number of de-

grees of freedom, yields a p-value within a set range. A standard lower cutoff

for the p-value for the Pearson chi-square statistic is 0.05; models with p-values
below this do not fit the data well and are abandoned. An appropriate up-

per cutoff, required to prevent overfitting, must also be determined within the
context of the models available.

3. Methodology

The goals for the statistical analyses undertaken during this study are as fol-

lows:

1. Development of a global estimate of the number of killings.

2. Estimation of the number of killings within each of four regions for every

2-day time period between 20–21 March and 22–23 June.

3. Analysis of the relationship between number of killings for every two-day

time period and KLA/NATO activity.

Developing the models and analyses required to fulfill these goals is com-

plicated. The remainder of this section outlines, in order, the methodological
steps followed to complete the creation of the estimates required to meet goals

1 and 2. Section 4 will address goal 3.

3.1. Exploratory data analysis

Exploratory data analysis in the context of multiple systems estimation takes

two forms. The first is an exploration of possible list dependence and hetero-
geneity through direct analysis of characteristics of the lists. For example, by

analyzing patterns of data collection over list, time, and space, we can hope

53In the case of multiple systems estimation, the number of cells in the cross-classification table
is �<�&�-� where � is the number of lists; the �&�*�*� cell is considered to be a “structural zero” and
therefore is not included in the calculation of degrees of freedom.
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Figure 2: Percentage of documented killings, by data source and municipality

Region ABA EXH HRW OSCE

1 24.6 32.9 24.6 22.5
2 33.4 22.1 3.5 45.6
3 11.8 15.1 28.2 11.9
4 30.3 30.1 43.5 20.2

to gain some insight into the complexity of the modeling procedure required
for estimation. The second is the comparison of several low-level saturated

model multiple systems estimation results. We must be careful to clarify that

these models, due to the fact that they are saturated, are not candidates for our
estimation procedure. At this point, we are not interested in the value of the

estimates produced during our analysis; we only wish to note the relationship

of these estimates to each other. In this way the models fitted during this pro-
cedure are explanatory only and not confirmatory. Once this exploratory data

analysis is complete, we will begin our estimation procedure.

Direct list analysis

In order to understand spatial and temporal heterogeneity for the four lists,
we will analyze data collection patterns. Figure (2) presents patterns of data

collection for each of the four lists over region.54 The percentages represent the

proportion of documented killings for a given list within each municipality or
region. Note that the lists have distinctly different patterns of data collection;

for example, HRW covers proportionately less of region 2 and proportionately

more of region 4 than the other lists. This indicates that there is heterogeneity
of the lists that may be addressed by stratifying by region.

A similar analysis can be performed in order to determine the patterns of
data collection by list over time. Figure (3) presents patterns of data collection

for each of the four lists over 2-day time periods, where the percentages rep-

resent the proportion of documented killings for a given list within each time
period. The periods in the table represent breaks in time that are of interest

to the main body of this study. Again, HRW appears to follow a different data

collection distribution over time than the other lists, indicating heterogeneity
that may be addressed by stratifying over time.

Exploratory dual and triple systems estimation

Dependence and heterogeneity of the lists can also be explored directly through

the statistical machinery of multiple systems estimation. The �F���� pairs of lists
can be used to form six dual systems estimates of the global number of killings

by observing how closely they match each other. These six estimates are listed
in Figure (4).

54The structure of the data is important here, not its content. Therefore, the regions are referred
to by number. The northern region is region 1; the eastern region is region 2; the southern region
is 3; and the western region is 4.
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Figure 3: Percentage of documented killings, by data source and 2-day time
period

Time Period ABA EXH HRW OSCE

20 – 23 March 2.1 1.8 1.6 2.9
24 March – 5 April 59.4 57.8 67.1 54.5

7 – 23 April 21.0 23.0 11.1 27.7
25 April – 9 May 11.0 9.2 10.6 10.3

11 May – 18 June 6.6 8.5 9.4 4.4

Figure 4: Dual system estimates

EXH HRW OSCE
ABA 7 245 9 689 5 970
EXH 6 777 7 135

HRW 5 461

Note that all but two of these estimates fall below L��O� �D�&� , the lowest

estimate of the total number of documented killings. This suggests a great deal
of positive dependence between the lists, forcing the number of killings that are

recorded in both lists (in the � �/� cell) higher, and therefore the overall estimate

lower. The exceptions are the dual systems estimate produced using the two
lists ABA and EXH, and the dual systems estimate produced using the two lists

ABA and HRW. Additionally, there appears to be some variability between the

estimates (they range from 5 461 to 9 689), suggesting heterogeneity of the
underlying capture probabilities.

Looking at the � � f � saturated triple systems estimates may yield greater in-
sight into the higher level dependencies between the lists. Figure 5 lists these

estimates.

These results are somewhat more promising; the positive list dependencies
evident in the dual systems estimation chart have disappeared, suggesting that

the list dependencies are modeled well by two-way interaction terms. Note,

however, that the ABA, EXH, and OSCE estimate is overly large compared to
the rest of the estimates, suggesting some higher order negative dependencies

Figure 5: Triple and 4-way system estimates (saturated)

Lists
;4

ABA, EXH, HRW 11 818
ABA, EXH, OSCE 22 331
ABA, HRW, OSCE 12 252
EXH, HRW, OSCE 8 014

ABA, EXH, HRW, OSCE 12 565
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for this set of systems, while the EXH, HRW, and OSCE estimate appears a little

low, suggesting higher order positive dependencies among these lists.
Both the direct analysis of the patterns of data collection and the exploration

of the patterns within the dual and triple system estimates suggest that there is

a great deal of dependence and heterogeneity between the lists. It is therefore
appropriate to explore complicated 4-way multiple systems estimation for the

full cross-classification table presented in Figure 4 of Appendix 1. Section 3.2

describes the selection procedure used to determine the top level model for the
global55 count of killings.

3.2. Fitting and selection of a model for the total number of killings

There are 113 possible hierarchical loglinear models for the four-way cross clas-

sification table presented in Figure 4 of Appendix 1, but only nine of these yield

a Pearson chi-square statistic with a p-value greater than 0.05. For complete-
ness, these nine models are presented in Figure (6). The notation used to

represent the models is as follows: interaction terms are presented as lists mul-
tiplied together; e.g., ABA*EXH*HRW represents a three-way interaction term

of these lists. Because the models presented are hierarchical, each interaction

term presented also represents its lower order terms; e.g., ABA*EXH*HRW rep-
resents the set of terms

"
ABA, EXH, HRW, ABA*EXH, ABA*HRW, EXH*HRW,

and ABA*EXH*HRW
%
.

Five of the models (1-4 and 7) have p-values above .30, while the remain-
ing four have p-values between .06 and .08. Choosing a upper cutoff for the

p-value of .3, for the purpose of avoiding overfitting, seems logical given this
fact. The task then remains to pick the best of the four remaining models (5, 6,

8, and 9). It is tempting to simply pick the model with the lowest Pearson chi-

square statistic. Doing so, however, ignores another good measure of a model
- parsimony, measured by the minimization of the number of parameters, or

conversely the maximization of the degrees of freedom. Minimizing the Pear-

son
� �

will tend toward the tightest fitting, and therefore most complicated,
models. As a compromise between the desire to pick the model that fits best

and the desire for the simplest model possible, we choose as our “best” model
the model with the minimal adjusted Pearson chi-square statistic,

� �G ¢¡
, where¡

is the degrees of freedom. Using this statistic, the model chosen is (9), lead-

ing to a global estimate of 10 356 killings, with a 95% confidence interval ofZF£ #&# ¤� �  � � \ . This model produces a conservative estimate, in that only one

other model in Figure 6 produces a lower
;4 .

3.3. Aggregation of the cross-classification tables to account for sparseness

The next goal for this analysis is the estimation of the number of killings for

each of 192 space/time points representing 48 two-day time periods and four

geographical regions. For this to occur, the cells in Figure 4 of Appendix 1 must
be disaggregated into 192 cross-classification tables. Attempting to perform

this disaggregation, clearly proves to be problematic. Column 4 of Figure 7 lists
the frequency of 2-day cross-classification tables with 0-15 zero cells. Note, as

a rule of thumb, that the maximum number of zero cells that still allows for

meaningful loglinear modeling for a four-way multiple systems estimate is 10;

55The term “global” will be used for the remainder of this Appendix to refer to the total number
of killings within Kosovo for the March-June 1999 time period.
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Figure 6: Results for models of global count of killings

Fit Statistics Profile Likelihood
Model

;4 � � d Pr. Dev. 95% C.I.

1 ABA*EXH*HRW+ABA*EXH*OSCE+

EXH*HRW*OSCE 13 760 0.6 1 0.434 0.603 (9 695, 20 752)
2 ABA*EXH*HRW+ABA*HRW*OSCE+

EXH*HRW*OSCE 22 923 0.8 1 0.386 0.755 (18 122, 29 394)
3 ABA*EXH*OSCE+ABA*HRW*OSCE+

EXH*HRW*OSCE 13 467 0.9 1 0.337 0.917 (9 030, 21 419)
4 ABA*EXH*OSCE+EXH*HRW*OSCE+

ABA*HRW 12 845 1 2 0.603 1.014 (9 700, 17 979)
5 ABA*HRW*OSCE+EXH*HRW*OSCE+

ABA*EXH 20 734 4.9 2 0.085 4.964 (16 813, 25 889)
6 ABA*EXH*HRW+EXH*HRW*OSCE+

ABA*OSCE 20 550 5.4 2 0.068 5.269 (16 708, 25 585)
7 ABA*EXH*OSCE+EXH*HRW*OSCE 12 741 1.0 3 0.796 1.021 (10 202, 16 742)
8 ABA*OSCE*EXH+HRW*EXH+

HRW*ABA+HRW*OSCE 9 824 7.2 3 0.065 7.063 (8 449, 11 632)
9 ABA*OSCE*EXH+HRW*OSCE+

HRW*EXH 10 356 8.9 4 0.063 9.333 (9 002, 12 122)¥�¦
= Pearson chi-square statistic, d = degrees of freedom, Pr. = p-value,

Dev. = Residual Deviance, C.I. = confidence interval.
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Figure 7: Counts of zero cells for the 4-way tables

Count of by Six-Day by Four-Day by Two-Day
Zero Cells Period Period Period

0 3 1 0
1 0 2 2
2 5 5 5
3 1 2 3
4 2 2 2
5 5 5 3
6 7 4 4
7 4 7 11
8 4 9 11
9 4 7 16

10 3 4 13
11 3 5 11
12 2 5 11
13 10 10 14
14 5 14 35
15 6 14 51

this allows one non-zero count for each of the parameters of an independence

model. Of the 192 2-day tables, 122 (64%) contain more than 10 zero cells.

Additionally, the sparseness of the tables that allow multiple systems estimation
but contain a large number of zeros could lead to distorted estimation.

Collapsing to the 24 four-day periods over the four regions yields 96 cross-

classification tables; of these, 48 (50%) contain more than 10 zeros. Collapsing
to the 16 six-day periods over the four regions yields 64 cross-classification

tables; of these, 26 (41%) contain more than 10 zeros. Collapsing further will
impede the analysis desired.

Another option to collapsing across time points is given by collapsing across

lists. There are � � f � possible 3-way cross classification tables for each four-way
cross-classification table. This yields three-way cross classification tables, each

representing a 2-day interval, region, and “system” of lists. In this case, more

than three zeros will impede loglinear modeling for triple system estimation. In
Figure 8, the systems range between 117 and 142 tables with more than three

zeros, yielding at least 70% of the total tables between the four systems as too
sparse for triple systems estimation. This percentage is a little misleading, in

that each space and time point is represented by four cross-classification tables

(one for each list). The actual coverage of space/time points by these 768 tables
may be significantly higher than 30%.

It appears that triple systems estimation at the 2-day by region level may

be difficult, and a combination of reducing the cross-classification tables (from
four-way to three-way) and collapsing across 2-day periods is necessary. Figures

9 and 10 give the zero counts for the cross-classification tables for four-day and
six-day periods, respectively.

Collapsing to six-day periods within three-way cross-classification tables ap-

pears to be an acceptable solution to the sparseness of the data. Although there
are still a large number of sparse cross-classification tables at this level of ag-
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Figure 8: Counts of zero cells for 3-way tables (two day period)

Count of ABA, EXH ABA, EXH, ABA, HRW EXH, HRW
Zero Cells and HRW and OSCE and OSCE and OCSE

0 10 29 7 12
1 4 14 9 6
2 16 15 13 13
3 20 17 22 16
4 25 17 28 27
5 26 14 20 17
6 35 34 39 33
7 56 52 54 64

Figure 9: Counts of zero cells for 3-way tables (four day period)

Count of ABA, EXH ABA, EXH, ABA, HRW EXH, HRW
Zero Cells and HRW and OSCE and OSCE and OCSE

0 10 28 9 10
1 3 7 5 8
2 14 6 13 8
3 15 11 14 16
4 10 6 13 6
5 13 9 9 10
6 16 15 17 15
7 15 14 16 23

Figure 10: Counts of zero cells for 3-way tables (six day period)

Count of ABA, EXH ABA, EXH, ABA, HRW EXH, HRW
Zero Cells and HRW and OSCE and OSCE and OCSE

0 10 23 9 11
1 3 7 6 8
2 13 4 10 7
3 10 7 11 10
4 4 2 5 2
5 11 9 7 6
6 6 6 9 11
7 7 6 7 9
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gregation, the redundancy of the four three-way systems allows for most of

the six-day time and region points to be estimable. The inestimable time and
space points tend to occur later in the 96 day time range, where there is less

interest in understanding the trends in the data. Additionally, collapsing the 2-

day tables across region within three-way cross-classification tables will allow
modeling at a finer level of time, thereby allowing a better understanding of

the general temporal trends in the data. Two sets of estimates will therefore be

created in Sections 3.4 and 3.5 of this appendix, then compared in Section 3.6.

3.4. Global model fitting across all temporal and spatial points

This analysis commenced with the production a global estimate of the num-
ber of killings, estimated via a four-way multiple systems estimation model fit

to Figure 4 of Appendix 1. One option for modeling the counts at individual

space/time points is to build a generalized linear model, in which parameters
representing each unique space/time point, as well as the parameters associ-

ated with the chosen global multiple systems estimation model 9 from Figure
6, are estimated. This overall model will project the global model down to

the disaggregated tables, allowing for an complete modeling procedure for the

entire system of estimates.
To adjust for sparseness, the data are collapsed to six-day time points, and

only the first 10 of these points are included.56 The result is a 71 parameter

model fit to the counts of killings, with a 70 column matrix of indicator vari-
ables serving as predictors. Although the results suggest interesting trends, the

p-value for the Pearson
� �

statistic is insignificant. This lack of fit can be ex-
plained as follows: although the global model describes the disaggregated table

well, it doesn’t describe each space/time point well. The overall generalized lin-

ear model allows for one model of list interactions to describe the relationships
between the lists for each space/time point; heterogeneity of space/time points

causes this model to fail at a local level.

A solution is to allow the overall generalized linear model to contain list
parameters for each space/time region; starting with a fully saturated matrix

of 14 list parameters * 40 space/time points + 40 space/time indicators, a
stepwise procedure can be applied to select the 40 models that best describe

the 40 space/time points. This is equivalent to running 40 separate generalized

linear models, except the fit statistic for the overall model measures the fit of
the entire system, while the fit statistics for the 40 local models measure each

fit individually. Clearly it is simpler to just run separate loglinear models for

each space/time point. This piecewise multiple systems estimation procedure
will be discussed in more detail in Section 3.5.

3.5. Piecewise modeling across temporal and spatial points

Due to the sparseness of the data, implementation of four-way multiple systems

estimation models, even with data aggregated to six-day periods, will yield
very few acceptable models in terms of fit. Collapsing to dual system estimates

yields models for which there are no measures of fit and for which we know the

assumptions of independence and homogeneity do not hold. The remaining
solution - triple system estimation - contains its own complexities. There are

56If all 16 6-day points are included in the modeling, the resulting estimates are “flat” (identical)
for the last six time points.
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� � f � �5i possible three-way systems, and within each system there are 8 possible

models. The result is up to 32 models for each of 64 time and space points.
A choice rule must be developed by which a “best” model can be picked.

The following sets of rules - one for two-day table models, and one for six-day

by region table models - mirror the model selection procedure for the overall
model, with one important difference: the selection of an upper cutoff for the p-

value of the Pearson chi-square statistic. Moving the upper cutoff too high will

result in models that overfit, but moving the cutoff lower eventually removes
all the models for a particular time and/or spatial point. The upper cutoff for

the p-values for each of the two sets of models is therefore chosen to be as
small as possible while maximizing the number of space/time points that are

estimated. For the six-day by region models, the p-value is 0.7, and for the

two-day models, the p-value is 0.5.
The model choice rules for the two-day estimates are as follows:� Remove all models for which

;4 y � +2+2+2+ (1132 out of 1408 models

retained).� Remove all models for which
;4¨§ � # S �ª© (974 out of 1132 models re-

tained).57� Remove all models for which « y I # � (657 out of 974 models retained).� Remove all models for which «l§ I � (247 out of 657 models retained).� Choose the model with the lowest adjusted Pearson chi-square statistic.� If no such model exists, then
;4O�5�-+2+K+2+ .

The model choice rules for the six-day by region estimates are as follows:� Remove all models for which
;4 y � +2+2+2+ (1455 out of 1856 models

retained).� Remove all models for which
;4¬§ � # S �ª© (1 235 out of 1 455 models

retained).� Remove all models for which « y I # � (876 out of 1235 models retained).� Remove all models for which «l§ I � (381 out of 856 models retained).� Choose the model with the lowest adjusted Pearson chi-square statistic.� If no such model exists, then
;4O�5�-+2+K+2+ .

3.6. Projection of 2-day time point series to 6-day time point series for each
region

The goals outlined at the beginning of this section included the creation of
estimates for each 2-day time period between 20-21 March and 22-23 June

within each region. To this point, estimates for six-day periods within region

have been created, and estimates for two-day periods aggregated over region
have been created as well. A series of two day estimates for each region can be

created from these two separate sets of estimates as follows:

5710 356 is the global estimate for the number of killings; it is illogical to believe that any estimate
of a single space-time point will be greater than this number.
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� Each six-day estimate at the regional level maps to three two-day esti-

mates at the global level. Let ®!rZ � � �G© \ designate a six-day interval, and � ,  � , and  f designate the two-day intervals associated with  . Let
;4�¯[°

designate the estimate for six-day interval  and region ± . Finally, let
;4l²¯�³(°

designate the estimate for the two-day interval *� and region ± .� For the six-day estimate
;4�¯[° , create a proportion for each of the three

two-day estimates as follows:

;«-¯[´[°µ� ;4l²¯ ´ °¶ f�(· � ;4 ²¯�³�° I (17)

� Form a two-day estimate for time �� , region ± as follows:¸4 ¯ ´ ° � ;4 ¯[° ;« ¯ ´ ° I (18)

The resulting two-day estimates for region ± represent a blend of informa-
tion about the regional trend and the global trend in the data.

3.7. Comparison of results of global and piecewise modeling

In Figures 11 and 12, the piecewise and overall model estimates of killing

counts, along with the confidence intervals for the piecewise estimates, are
plotted together. There are two reassuring characteristics of these plots. The

first is that the estimates derived from the overall model are quite similar to the

estimates derived from the piecewise models; both suggest the same temporal
trends in the form of waves of killings. The second is that the shape of the

confidence bands, formed around the piecewise model estimates, maintain the

shape of the curves formed by the estimates; taking any point in the confidence
intervals as the true count of killings will not remove these trends.

Another reassuring characteristic of the results of the multiple forms of mod-
eling procedures is how well the estimates track each other. Figure 13 shows

several versions of aggregated estimates from the four different modeling pro-

cedures performed. The overall estimates of the total number of killings all fall
within the confidence interval of the global model’s estimate; some aggregated

estimates fall quite close to 10 356. General trends across time appear similar

for both the six-day period estimates aggregated across region and also the two-
day period estimates aggregated across time. The system of models appears to

work well.
As a final check of the quality of the modeling procedure developed for this

study, the estimates produced within each modeling system are compared to

the estimates produced by taking the average of the four triple-system Marks,
Seltzer, and Krótki estimates given by equation (11). A count of the number of

times the Marks, Seltzer, and Krótki estimate falls within the confidence inter-

val of the piecewise estimate is given in Figure (14). The agreement between
the two estimates appears to be better at lower levels of aggregation across

space and time. This is not surprising; while the Marks, Seltzer, and Krótki
model does account for some dependence between lists, it is not as flexible a

tool as the hierarchical loglinear models. As such, it will perform better where

heterogeneity is mild or not present.
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Figure 11: Estimated killings over time, with nominal confidence interval

Piecewise estimate

Overall estimate
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1 939

24 March 11 May24 April6 April

Phase 1 Phase 2 Phase 3

3.8. Analysis of relationship between original lists, complexity of models
selected by the selection rule, and time and space

To this point, the focus of this appendix has been on the development of es-

timates of counts of killings. An interesting side analysis of the relationships
between the lists is possible, however, because of the nature of the model se-

lection procedure for the piecewise estimates. By performing this analysis and

comparing it to the patterns given in Section 3.1, we can access how well the
piecewise modeling procedure adjusts to patterns of spatial and temporal het-

erogeneity.
Figure 15 lists the source systems for each of the six day by region and

two-day estimates. The first column of counts displays the number of estimates

derived from each of the three systems of lists; the second column of counts dis-
plays the number of estimates to which that list contributed. Although each list

appears to contribute to a roughly equivalent number of estimates, the ABA,

EXH, OSCE system appears to yield the most estimates overall. This makes
sense given the structure of the underlying lists. HRW employed a different data

collection strategy, leading to a different across both time and space, adding
heterogeneity to the list systems containing it. Also, Human Rights Watch re-

lied on an investigative data collection strategy which creates a different set of

individual capture probabilities than the enumerative strategy employed by the
other organizations.58

58For more information on the effects of enumerative versus investigative data collection strate-
gies, see Asher and Ball (2001).
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Figure 12: Estimated killings with nominal confidence interval, by region over
time (6-day periods plotted to the middle day of the period)
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Figure 13: Comparison of estimates from different modeling procedures

Piecewise Models Overall Model
Six Day Period

Area Within Region Two Day Period Global Direct GLM

Global 10 548 9 375 10 356 10 004

Region 1 3 925 2 748
Region 2 1 827 2 863
Region 3 1 608 1 393
Region 4 3 188 3 000

20 March - 25 March 1 048 1 372 1 538
26 March - 31 March 3 502 2 322 3 203
1 April - 6 April 2 426 1 735 1 557
7 April - 12 April 472 280 571
13 April - 18 April 1 144 1 312 1 411
19 April - 24 April 373 227 271
25 April - 30 April 175 246 322
1 May - 6 May 542 479 526
7 May - 12 May 157 216 238
13 May - 18 May 266 538 178
19 May - 24 May 64 124 61
25 May - 30 May 275 357 62
31 May - 5 June 62 128 23
6 June - 11 June 13 13 13
12 June - 17 June 25 25 25
18 June - 23 June 2 2 2

Figure 14: Comparison of Marks, Seltzer, and Krótki estimates to estimates
from different modeling procedures

Status of Piecewise Models
Marks, Seltzer, Six Day Period

and Krótki Estimates Within Region Two Day Period Global

Below 95% C.I. 6 3 1
Within 95% C.I. 30 22
Above 95% C.I. 10 10
Missing/Inestimable 12 9
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Figure 15: Relationship between model selection criteria and lists

System 6-Day X Region Models Selected List Models Selected

ABA,EXH,HRW 10 ABA 33
ABA,EXH,OSCE 14 EXH 37
ABA,HRW,OSCE 9 HRW 32
EXH,HRW,OSCE 13 OSCE 36

Total 46 Total out of 46

System 2-Day Models Selected List Models Selected

ABA,EXH,HRW 7 ABA 28
ABA,EXH,OSCE 13 EXH 27
ABA,HRW,OSCE 7 HRW 22
EXH,HRW,OSCE 8 OSCE 28

Total 35 Total out of 35

Figure 16: Relationship between model selection criteria and lists by region

System Regions Regions
(6-Day X Region) 1 2 3 4 Total List 1 2 3 4 Total

ABA,EXH,HRW 2 2 3 3 10 ABA 8 10 8 7 33
ABA,EXH,OSCE 4 5 3 2 14 EXH 10 9 7 11 37
ABA,HRW,OSCE 2 3 2 2 9 HRW 8 7 6 11 32
EXH,HRW,OSCE 4 2 1 6 13 OSCE 10 10 6 10 36

Total 12 12 9 13 46 Total 36 36 27 39 138

Spatial and temporal dependencies of the list might be noticeable in the
patterns of systems selected for the estimates within particular regions or time

intervals. The following two tables, in order, show the counts of systems con-

tributing to estimates by region and then time. Again, the counts of the number
of estimates contributed to by each list is shown, as well as the number of es-

timates to which each list contributes. The 6 estimates to which EXH, HRW,

OSCE contributes in Region 4 are especially interesting. Nearly half of this sys-
tem’s models are in Region 4, and half of the models in Region 4 are from this

system. Also of interest is the pattern of the two HRW, OSCE systems over time;
while the other systems roughly contribute more earlier in time and less over

time, ABA, HRW, OSCE contribute more towards the middle of the time frame.

These patterns reflect some of the spatial and temporal dependencies between
the lists and further confirm the need for a flexible and complex modeling sys-

tem.

A final measure of spatial and temporal dependencies between the lists is
given in Figure 18. This set of counts by the number of parameters in the model

indicates the complexity of the models for the estimates. While the 6-day by
region estimates are evenly split between the most complicated model type and
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Figure 17: Relationship between model selection criteria and lists by time point

System 3/20 4/7 4/25 5/13 5/31
(2-Day) to 4/6 to 4/24 to 5/12 to 5/30 to 6/17 Total

ABA,EXH,HRW 3 2 1 0 1 7
ABA,EXH,OSCE 5 2 3 3 0 13
ABA,HRW,OSCE 1 3 1 2 0 7
EXH,HRW,OSCE 1 2 3 2 0 8

Total 10 9 8 7 1 35

Figure 18: Complexity of models selected compared to aggregation level

Parameters 6-Day X Region 2-Day Models
in Model Models Selected Selected

4 6 0
5 16 7
6 24 28

Total 46 35

the simpler model types, four-fifths of the 2-day estimates are derived from the

most complicated model type.

The interpretation of this observation is relatively straightforward. The six-

day by region estimates reflect a lower level of geography; within the smaller
geographical units the relationships between the lists are less complicated than

for the larger geographical units. In other words, by geographically “stratifying”

the estimation areas, dependencies and heterogeneity are reduced. In the case
of the 2-day estimates, however, list dependencies have not been “stratified”

out, and the more complex models fit better.

4. Analysis of relationship between multiple systems estima tion mod-
eling results and KLA/NATO activity

To this point, all the statistical methodology and analyses described by this

Appendix have directly related to the estimation of counts of killings. Only one
additional statistical analysis is done using the estimates once they are created;

this analysis will now be discussed.
In the main body of this study, the relationship between NATO air strikes on

Kosovo, KLA activity within Kosovo, and patterns of killings and refugee migra-

tion is discussed. A statistical analysis technique by which these relationships
can be understood better is simple linear regression using estimates of killings

or migration flow within a particular spatial and temporal region as the depen-

dent variable. Potential explanatory variables for the model include number
of KLA battles within the spatial and temporal region, number of KLA killings

within the spatial and temporal region, number of NATO air strikes within the
spatial and temporal region, number of KLA battles within the previous spatial
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and temporal region, number of KLA killings within the previous spatial and

temporal region, and number of NATO air strikes within the previous spatial
and temporal region. Dummy variables for regional effects can be used as inde-

pendent variables as well, in order to control for the possibility of the activities

in one region dominating the analysis.

Through a regression analysis using the variables described above, the as-

sociation between the NATO and KLA activities and the Albanian migrations
and killings can be assessed via the significance levels of the model and each

individual parameter in the model. Figure (19) displays the results for four re-
gression models; in the first and third the variables represent two-day periods

for the whole country, in the second and fourth the variables represent six-day

periods within regions. The significance level of the parameters is indicated by¹
= 0.05,

¹&¹
= 0.01, and

¹1¹J¹
= 0.001. For the regression models using killings

as the dependent variable, the only significant parameters are for regional ef-

fects. In other words, the association between the KLA and NATO variables and
the counts of killings is weak. This is confirmed by the low º � ’s for these two

models of 0.253 and 0.147.

The regression models using migrations as the dependent variable, however,

yield a different interpretation. In this case, there appears to be an association
between KLA activity and migration; specifically, the association between KLA

battles within the previous time period and migrations in the current time pe-

riod appears to be significant. The º � ’s for both of these models are high,
further confirming an association.

At this point, the regression results suggest that the pattern of NATO bomb-
ings in Kosovo over time is not significantly associated with the pattern of

killings or migrations in Kosovo over time. The pattern of KLA activity, however,

appears to be associated with the pattern of migration.
Further evidence of the lack of association of the KLA activity, NATO bomb-

ings, and killing patterns in Kosovo is given by a comparison of the residuals

from each of the regressions described above to its dependent variable. If a
regression model describes its dependent variable well, then the pattern of the

residuals for that regression model will be random. If, however, the regression

model does not describe its dependent variable well, then the residuals will fol-
low the same pattern over time as the original dependent variable. Figures 20

and 21 display comparisons of the residuals for the models for which the de-
pendent variables are killings and migrations within six-day period and region.

In Figure 20, the residuals very closely track the estimated counts of killings

closely, picking up clear trends in the data.
In Figure 21, the relationship between the residuals and migration flow is

evident, but in but not as strong as the relationship between the residuals and

killings for the previous model. This is not surprising given the better fit of
the regression model for migration flows. However, the divergences between

the series occur at only a few points. The residuals track the estimated values
closely in the southern and western regions. In these regions, when the series

diverge it is only because the residual is exaggerating a trend clearly present

in the refugee flow series; this pattern is seen in the western region during the
early part of Phase 2. In the northern and eastern regions, the series differ

more strongly. But even in these regions, the mid-April peaks during Phase 2

are clearly similar in the refugee flow and residuals series. In the northern and
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Figure 19: Regression coefficients

Response Variables

Killings Killings Refugee Refugee Flow
Explanatory over over Time Flow over over Time
Variables Time and Region Time and Region

Region 2 ² -52.3 -721.4
(20.4) (665.3)

Region 3 ²�² -57.0 ²�² 3 017.8
(21.3) (1 048.9)

Region 4 -34.4 -193.9
(25.2) (862.5)

KLA -1.1 1.6 ² -634.9 -184.2
(kill) (5.2) (4.1) (318.9) (130.8)

KLA 34.7 13.3 2 728.6 ²�² 1 879.3
(battle) (32.1) (12.2) (1030.5) (583.2)

Lag-KLA 0.2 3.3 491.9 277.9
(kill) (4.4) (3.4) (384.4) (167.1)

Lag-KLA 21.2 11.6 ²/² 2 794.3 ²�²�² 2 138.4
(battle) (17.7) (11.9) (827.7) (633.7)

NATO 10.9 11.4 327.6 565.8
(11.1) (6.7) (390.3) (379.7)

Lag-NATO -4.8 -2.5 -28.0 29.2
(6.9) (4.1) (325.5) (234.0)

Constant 83.9 ²�² 62.7 122.3 -484.8
(51.1) (19.9) (3 933.2) (608.8)º � 0.3 0.1 0.7 0.5
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Figure 20: Estimated total killings and residuals by region over time
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eastern regions during Phase 1 and into the transition to Phase 2, the series
contradict each other.

Our conclusions are as follows:� Based on our analysis of these data, there is no evidence to support the
theory that NATO bombings or KLA activity is associated with patterns of

killings in Kosovo.� There is some evidence that there is an association between KLA activity
and migration patterns in the northern and eastern regions, especially

during Phase 1.� The association between KLA activity and migration flows does not fully
explain the pattern of migration, especially in the western and southern

regions.

5. Discussion

This appendix has presented the main modeling methods we employed. In this

final section, a method of sensitivity analysis of the date of death reporting is

explained, and summary conclusions for this appendix are given.

5.1. Sensitivity analysis of date of death reporting

As individual records were matched to other individuals and to groups, they
accumulated dates. The choice of the ”best” date is described in Appendix 1.
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Figure 21: Estimated refugee flow and residuals by region over time
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Figure 22: Estimated killings over time with alternative date assignments
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Even with an appropriate choice of the best date, the “best” date might still
occasionally be in error. Time is a central dimension of the hypotheses being

tested. It is, therefore, useful to consider whether the substantive interpretation

of the results is robust to different assumptions about the quality of the date
information.

For the sensitivity analysis, plausible “early” and “late” dates were chosen
as alternatives for each record. Dates were accumulated from all the group

and individual records that matched each individual record, both in the self-

matching, and the inter-system matching. Records that had 3 or more dates in
their distribution took the dates at the 25th and 75th percentiles as the “early”

and “late” dates. Records with 2 dates took those two dates as the early and

late dates. The difference between the early and late dates defined a range.
Records with 1 or 0 dates were assigned a range by hotdecking; as before,

the hotdecked records were matched by geographic location. The late and

early dates for these records were plus and minus half the hotdecked range;
the values were rounded up to the next integer. In this way, all records were

perturbed by at least one day as we tried to maximize the impact of this test.
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The resulting distribution of killings over time is shown in Figure 22. Per-

turbing the dates does affect how the curves are shaped. Shifting killings to
earlier dates fills the late March and early April dates while taking quantity

from the mid-April peak. Shifting killings to later dates moves them from the

Phase 1 peaks to peaks in Phase 2 and Phase 3.
The most important finding from this analysis is that even this significant

restructuring of how the dates are handled does not change the fundamental

characteristics of the pattern over time. Both of the perturbed series have high
peaks during the early or middle part of Phase 1. Both series show substantial

declines during the 5-8 April phase transition, and each has a peak in the middle
of Phase 2. The perturbed series disagree about exactly when the transition

from Phase 2 to Phase 3 occurs: two days earlier (in the late and random

series), or two days later in the early series.
If the peaks and troughs in the pattern of killing over time had been created

by a particular date handling technique, then one or more of the perturbations

would have shown a random pattern. If the reported dates had been widely dis-
persed, the ranges would have been wide enough that the perturbations would

have smoothed over the “start and stop” pattern that characterized killings and
refugee flow in Kosovo during March–June 1999. The observation that the

smoothing did not occur is evidence that the estimation procedure is robust to

imprecise reporting of the date of killings.

5.2. Summary of modeling conclusions

We began this appendix by posing the dilemma of how to estimate unobserved
(or at least unreported) killings in order to estimate total deaths. The modeling

presented in Appendix 2 convinces us that there were probably a little over

10 000 killings of Kosovar Albanians in the period 20 March to 22 June 1999.
The largest direct estimate is comparable to this “best” model estimate, and

different models produce similar estimates. We believe that we have made our

case about the overall total number of killings and for the pattern of killings
during the period in question. It is on this basis that we made the conclusions

presented in the body of the report.
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Appendix 3: Additional Sources
on KLA and NATO Activity

Albanian Human Rights Group

Albanian Media

Belgrade Center for Human Rights

Center for Peace and Tolerance

Daily Telegraph

Danas

Egyptian National Community in Kosovo

European Community Monitor Mission

European Roma Rights Center

Federal Republic of Yugoslavia (FRY) Ministry of Defense

FRY Civil Defense Authorities

FRY Ministry of Foreign Affairs

FRY Ministry of Information

FRY, Aide-Memoire on the Use of Inhumane Weapons in the Aggression

of the North Atlantic Treaty Organization Against the Federal Republic of
Yugoslavia. Belgrade, 15 May 1999

Fund for the Humanitarian Right

The Guardian

Human Rights Board of Sandzak

Information Service of Church and National Assembly (Kosovo)

International Committee of the Red Cross

International Criminal Tribunal for the Former Yugoslavia

Koha Ditore

Kosovapress



Kosovar Media

Kosovo Verification Mission

Local Church Councils (Kosovo)

Los Angeles Times

NATO Operation Allied Force Update

Open Society Institute

Organiztion for Security and Cooperation in Europe

Organization of Families of Disappeared

Orthodoxy Press

Politika

Report by Bishop Artemije “List of Killed and Kidnapped Serbs.” Republic
of Serbia Ministry of Internal Affairs

RTS TV Belgrade

Serbian Media

Serbian Orthodox Church

Serbian Unity Congress NewsBits

SVEDOK-Belgrade weekly

Tanjug

United Nations High Commission for Refugees

V.I.P. Daily News Report
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